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1 Product Introduction

1.1 What Is Cloud Eye?
Cloud Eye is a multi-dimensional resource monitoring service. You can use Cloud
Eye to monitor resources, configure alarm rules, identify resource exceptions, and
quickly respond to resource changes. Figure 1-1 shows the Cloud Eye architecture.

Figure 1-1 Cloud Eye architecture

Cloud Eye provides the following functions:

● Automatic monitoring
Monitoring starts automatically after you create resources such as Elastic
Cloud Servers (ECSs). On the Cloud Eye console, you can view statuses of the
resources and configure alarm rules for them as needed.

● Server monitoring
After you install the Agent (Telescope) on an ECS or a Bare Metal Server
(BMS), you can collect ECS or BMS monitoring data at a real-time granularity
of 60 seconds. Cloud Eye tracks 40 different metrics, such as CPU, memory,
and disk usage, for resources. For details, see Introduction to Server
Monitoring.

● Flexible alarm rule configurations
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You can create alarm rules for multiple resources at the same time. After you
create an alarm rule, you can modify, enable, disable, or delete it at any time.

● Real-time notifications

You can enable Alarm Notification when creating alarm rules. When the
cloud service status changes and metrics reach the thresholds specified in
alarm rules, Cloud Eye notifies you by SMS, email, or by sending messages to
server addresses, allowing you to monitor your cloud resource statuses and
changes in real time.

● Dashboard

Various dashboards enable you to view cross-service and cross-dimension
monitoring data. They display key metrics and provide an overview of the
service status and monitoring details that you can use for troubleshooting.

● Resource group

A resource group allows you to add and monitor correlated resources and
provides a collective health status for all resources that it contains.

● Event monitoring

You can query system events that are automatically reported to Cloud Eye
and custom events reported to Cloud Eye through the API. You can create
alarm rules for both system events and custom events. When specific events
occur, Cloud Eye generates alarms for you.

1.2 Advantages

Automatic Provisioning

Cloud Eye is automatically provisioned for all users. You can use the Cloud Eye
console or APIs to view cloud service statuses and set alarm rules.

Reliable Real-time Monitoring

Raw data is reported to Cloud Eye in real time for monitoring of cloud services.

Alarms are generated and notifications are sent to you in real time.

Visualized Monitoring

You can create dashboards and graphs to compare multiple metrics. The graphs
are refreshed automatically to always display the latest data.

Multiple Notification Types

You can enable Alarm Notification when creating alarm rules. When a metric
reaches the threshold specified in an alarm rule, Cloud Eye notifies you by emails
or SMS messages, or by sending HTTP/HTTPS messages to an IP address of your
choice, allowing you to keep track of the statuses of cloud services and enabling
you to build smart alarm handling programs.

Cloud Eye
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Batch Creation of Alarm Rules
You can use alarm templates to create alarm rules in batches for multiple cloud
services.

1.3 Application Scenarios

Cloud Service Monitoring
After enabling a cloud service supported by Cloud Eye, you can view the status
and metric data of the cloud service, and create alarm rules for metrics on the
Cloud Eye console.

Server Monitoring
By monitoring the ECS or BMS metrics, such as CPU usage, memory usage, and
disk usage, you can ensure that the ECS or BMS runs and prevent service
interruptions caused by overuse of resources.

Performance Issues
When an alarm rule's conditions are met, Cloud Eye generates an alarm and
invokes the Simple Message Notification (SMN) API to send notifications, allowing
you to identify root causes of performance issues.

Capacity Expansion
After you create alarm rules for metrics, such as CPU usage, memory usage, and
disk usage, you can track the statuses of cloud services. If the workload increases,
Cloud Eye sends you an alarm notification. After receiving the notification, you can
choose to manually expand the capacity or configure AS policies to automatically
increase the capacity.

Custom Monitoring
Custom monitoring supplements cloud service monitoring. If Cloud Eye does not
provide the required metrics, you can use custom monitoring and report the
collected monitoring data to Cloud Eye. Cloud Eye displays those monitoring data
in graphs and allows you to create alarm rules for those custom metrics.

Event Monitoring
You can query system events that are automatically reported to Cloud Eye and
custom events reported to Cloud Eye through the API. You can create alarm rules
for both system events and custom events. When specific events occur, Cloud Eye
generates alarms for you.

1.4 Service Pricing
Cloud Eye basic functions, such as viewing dashboards, creating alarm rules, and
adding monitoring items, are free of charge. Cloud Eye may interconnect with

Cloud Eye
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other cloud services to provide you with value-added services such as monitoring
data file dump and alarm notification. These value-added services may incur extra
fees, which are settled by services that provide such functions.

Generally, the value-added service fee is low. Use them as needed.

The following are some value-added services:

● Sending alarm notifications: SMN is required. When the status change of the
cloud service triggers the threshold set in the alarm rule, Cloud Eye sends
emails or text messages to users, or HTTP/HTTPS messages to servers.

Value-added services are charged as follows:

● SMN
SMN is billed based on the usage of SMS, emails, or HTTP/HTTPS requests.

1.5 Basic Concepts
The following concepts are central to your understanding and use of Cloud Eye:

● Metrics
● Rollup
● Dashboards
● Topics
● Alarm Rules
● Alarm Templates
● Projects

Metrics

A metric refers to a quantized value of a resource dimension on the cloud
platform, such as the ECS CPU usage and memory usage. A metric is a time-
dependent variable that generates a certain amount of monitoring data over time.
It helps you understand the changes over a specific period.

Rollup

Rollup is the process in which Cloud Eye calculates the average, maximum,
minimum, sum, or variance value based on sample raw data reported by each
cloud service in specific periods. The calculation period is called rollup period.
Cloud Eye supports the following rollup periods: 5 minutes, 20 minutes, 1 hour, 4
hours, and 24 hours.

Dashboards

Dashboards allow you to view monitoring data of metrics of different services and
dimensions. You can use dashboards to display metrics of key services in a
centralized way, get an overview of the service statuses, and use monitoring data
for troubleshooting.

Cloud Eye
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Topics

A topic is used to publish messages and subscribe to notifications in SMN. Topics
provide you with one-to-many publish subscription and message notification
functions. You can send messages to different types of endpoints with just one
message request. Cloud Eye uses SMN to notify you of cloud service resource
changes, enabling you to track the cloud service status in a timely manner.

Alarm Rules

You can create alarm rules to set thresholds for cloud service metrics. When the
status (Alarm and OK) of the alarm rule changes, Cloud Eye notifies you by
sending emails, SMS messages, or HTTP/HTTPS messages to an IP address of your
choice.

Alarm Templates

Alarm templates contain one or more alarm rules for specific services. The
templates help you create alarm rules for multiple cloud services, improving O&M
efficiency.

Projects

A project is used to group and isolate OpenStack resources, such as the compute,
storage, and network resources. A project can either be a department or a project
team. You can use an account to create multiple projects.

1.6 Notes and Constraints
Table 1-1 lists Cloud Eye resource limits for a user. For details about how to adjust
quotas, see Quota Adjustment.

Table 1-1 Resources and their default quotas

Resource Default Quota

Alarm rules that can be
created

1,000

Custom alarm templates
that can be created

200

Alarm rules that can be
added to an alarm template

20

Dashboards that can be
created

10

Graphs that can be added to
a dashboard

50

Time that the alarm history
can be kept

7 days

Cloud Eye
User Guide 1 Product Introduction

Issue 01 (2024-04-03) Copyright © Huawei Technologies Co., Ltd. 5



Resource Default Quota

Objects that can be selected
for monitoring when
creating an alarm rule

5,000

Alarm rules that can be
created at a time

1,000
NOTE

If you select 50 monitored objects and 20 metrics, the
number of alarm rules that can be created is 1,000.

Topics that can be selected
for receiving notifications

5

Monitoring data records that
can be exported at a time

400
NOTE

If 400 monitored objects are to be exported, only
records of one metric can be exported. If 80 monitored
objects are to be exported, records of 5 metrics can be
exported.

Resource groups that can be
created

1,000

 

1.7 Region and AZ

Concept
A region and availability zone (AZ) identify the location of a data center. You can
create resources in a specific region and AZ.

● A region is a physical data center, which is completely isolated to improve
fault tolerance and stability. The region that is selected during resource
creation cannot be changed after the resource is created.

● An AZ is a physical location where resources use independent power supplies
and networks. A region contains one or more AZs that are physically isolated
but interconnected through internal networks. Because AZs are isolated from
each other, any fault that occurs in one AZ will not affect others.

Figure 1-2 shows the relationship between regions and AZs.

Figure 1-2 Regions and AZs
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Selecting a Region
Select a region closest to your target users for lower network latency and quick
access.

Selecting an AZ
When deploying resources, consider your applications' requirements on disaster
recovery (DR) and network latency.

● For high DR capability, deploy resources in different AZs within the same
region.

● For lower network latency, deploy resources in the same AZ.

Regions and Endpoints
Before you use an API to call resources, specify its region and endpoint. For more
details, see Regions and Endpoints.

1.8 Permissions
If you need to assign different permissions to employees in your enterprise to
access your Cloud Eye resources, you can use IAM to manage fine-grained
permissions. IAM provides identity authentication, permissions management, and
access control, helping you secure access to your cloud service resources.

With IAM, you can use your account to create IAM users, and assign permissions
to the users to control their access to specific resources. For example, some
software developers in your enterprise need to use Cloud Eye resources but should
not be allowed to delete the resources or perform any other high-risk operations.
In this scenario, you can create IAM users for the software developers and grant
them only the permissions required for using Cloud Eye resources.

If your account does not require individual IAM users for permissions
management, skip this section.

IAM is a free service. You pay only for the resources in your account. For more
information about IAM, see IAM Service Overview.

Cloud Eye Permissions
By default, IAM users do not have permissions. To assign permissions to IAM users,
add them to one or more groups, and attach policies or roles to these groups. The
users then inherit permissions from the groups to which the users belong, and can
perform specific operations on cloud services.

Cloud Eye is a project-level service deployed and accessed in specific physical
regions. Therefore, Cloud Eye permissions are assigned to users in specific regions
and only take effect in these regions. If you want the permissions to take effect in
all regions, you need to assign the permissions to users in each region. When users
access Cloud Eye, they need to switch to a region where they have been
authorized to use this service.

You can grant users permissions by using roles and policies.

Cloud Eye
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● Roles: A type of coarse-grained authorization mechanism that defines
permissions related to user responsibilities. This mechanism provides only a
limited number of service-level roles for authorization. When using roles to
grant permissions, you also need to assign other roles on which the
permissions depend to take effect. However, roles are not an ideal choice for
fine-grained authorization and secure access control.

● Policies: A type of fine-grained authorization mechanism that defines
permissions required to perform operations on specific cloud resources under
certain conditions. This mechanism allows for more flexible policy-based
authorization, meeting requirements for secure access control. For example,
you can grant Cloud Eye users only the permissions for managing a certain
type of Cloud Eye resources.
Most policies define permissions based on APIs. For the API actions supported
by Cloud Eye, see Permissions Policies and Supported Actions.

Table 1-2 lists the system-defined policies supported by Cloud Eye.

Table 1-2 System policies

Policy Name Description Dependency Type

CES
Administrator

Administrator
permissions for Cloud
Eye

Depend on the Tenant
Guest policy.
Tenant Guest: a global
policy, which must be
assigned in the Global
project

System-
defined
role

CES
FullAccess

Administrator
permissions for Cloud
Eye. Users granted
these permissions
can perform all
operations on Cloud
Eye.

The Cloud Eye monitoring
function involves querying
resources of other cloud
services, which requires
the cloud services to
support fine-grained
authorization.

System-
defined
policy

CES
ReadOnlyAcce
ss

Read-only
permissions for Cloud
Eye. Users granted
these permissions
can only view Cloud
Eye data.

The Cloud Eye monitoring
function involves querying
resources of other cloud
services, which requires
the cloud services to
support fine-grained
authorization.

System-
defined
policy

 

Table 1-3 lists common operations supported by the Cloud Eye system policies.
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Table 1-3 Common operations supported by the Cloud Eye system policies

Feature Operation CES
Administrator
(The Tenant
Guest policy must
be added at the
same time.)

Tenant
Guest

CES
FullAc
cess

CES
ReadO
nlyAcc
ess

Monitor
ing
Overvie
w

Viewing
monitoring
overview

√ √ √ √

Viewing full
screen
monitoring

√ √ √ √

Dashbo
ards

Creating a
dashboard

√ × √ ×

Viewing full
screen
monitoring

√ √ √ √

Querying a
dashboard

√ √ √ √

Deleting a
dashboard

√ × √ ×

Adding a graph √ × √ ×

Viewing a graph √ √ √ √

Modifying a
graph

√ × √ ×

Deleting a graph √ × √ ×

Adjusting the
position of a
graph

√ × √ ×

Resourc
e
Groups

Creating a
resource group

√ × √ ×

Viewing the
resource group
list

√ √ √ √

Viewing
resource groups
(Resource
Overview)

√ √ √ √
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Feature Operation CES
Administrator
(The Tenant
Guest policy must
be added at the
same time.)

Tenant
Guest

CES
FullAc
cess

CES
ReadO
nlyAcc
ess

Viewing
resource groups
(Alarm Rules)

√ √ √ √

Viewing
resource groups
(Alarm Records)

√ √ √ √

Modifying a
resource group

√ × √ ×

Deleting a
resource group

√ × √ ×

Alarm
Rules

Creating an
alarm rule

√ × √ ×

Modifying an
alarm rule

√ × √ ×

Enabling an
alarm rule

√ × √ ×

Disabling an
alarm rule

√ × √ ×

Deleting an
alarm rule

√ × √ ×

Querying the
alarm rule list

√ √ √ √

Viewing details
of an alarm rule

√ √ √ √

Alarm
Records

Viewing a graph √ √ √ √

Viewing alarm
records

√ √ √ √

Alarm
Templat
es

Viewing a
default template

√ √ √ √

Viewing a
custom
template

√ √ √ √

Creating a
custom
template

√ × √ ×
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Feature Operation CES
Administrator
(The Tenant
Guest policy must
be added at the
same time.)

Tenant
Guest

CES
FullAc
cess

CES
ReadO
nlyAcc
ess

Modifying a
custom
template

√ × √ ×

Deleting a
custom
template

√ × √ ×

Server
Monitor
ing

Viewing the
server list

√ √ √ √

Viewing server
monitoring
metrics

√ √ √ √

Installing the
Agent

√ (You must have
the ECS
FullAccess
permission.)

× √ (You
must
have
the
ECS
FullAc
cess
permis
sion.)

×

Restoring the
Agent
configurations

√ (You must have
the Security
Administrator and
ECS FullAccess
permissions.)

× √ (You
must
have
the
Securit
y
Admin
istrato
r and
ECS
FullAc
cess
permis
sions.)

×
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Feature Operation CES
Administrator
(The Tenant
Guest policy must
be added at the
same time.)

Tenant
Guest

CES
FullAc
cess

CES
ReadO
nlyAcc
ess

Uninstalling the
Agent

√ (You must have
the ECS
FullAccess
permission.)

× √ (You
must
have
the
ECS
FullAc
cess
permis
sion.)

×

Configuring
process
monitoring

√ × √ ×

Configuring
monitoring for a
process

√ × √ ×

Cloud
Service
Monitor
ing

Viewing the
cloud service list

√ √ √
(Cloud
service
s need
to
suppor
t fine-
graine
d
authori
zation.
)

√
(Cloud
services
need to
support
fine-
grained
authori
zation.)

Querying cloud
service metrics

√ √ √ √

Custom
Monitor
ing

Adding custom
monitoring data

√ × √ ×

Viewing the
custom
monitoring list

√ √ √ √

Viewing custom
monitoring data

√ √ √ √

Event
Monitor
ing

Adding a
custom event

√ × √ ×
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Feature Operation CES
Administrator
(The Tenant
Guest policy must
be added at the
same time.)

Tenant
Guest

CES
FullAc
cess

CES
ReadO
nlyAcc
ess

Viewing the
event list

√ √ √ √

Viewing details
of an event

√ √ √ √

Data
Dumpin
g to
DMS
Kafka

Creating a dump
task

√ × √ ×

Querying data
dumping tasks

√ √ √ √

Querying a
specified data
dump task

√ √ √ √

Modifying a
data dump task

√ × √ ×

Starting a data
dump task

√ × √ ×

Stopping a data
dump task

√ × √ ×

Deleting a data
dump task

√ × √ ×

Others Configuring
data storage

√ (You must have
the Tenant
Administrator
permission.)

× √ (You
must
have
the
OBS
Bucket
Viewe
r
permis
sion.)

×

Exporting
monitoring data

√ × √ ×

Sending an
alarm
notification

√ × √ ×
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Helpful Links
● IAM Service Overview
● Creating a User and Granting Permissions
● For the actions supported by fine-grained policies, see section "Permissions

Policies and Supported Actions" in Cloud Eye API Reference.
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2 Getting Started

2.1 Viewing the Overview Page
The Overview page provides different modules, helping you track the resource
usage and alarms in real time.

Resource Overview

This module displays the total number of monitored cloud service resources and
alarms generated for these resources in the current account.

Alarm Statistics

This module displays the alarm trend for the last seven days and the number of
alarms of each severity.

After you click the data next to an alarm severity, the Alarm Records page is
displayed, showing all alarm records of the severity.

ECS Monitoring

This module displays the CPU usages of all ECSs and top 5 ECSs have the highest
CPU usage.

Clicking an ECS takes you to the corresponding Basic Monitoring page.

NO TE

To view ECS monitoring data, purchase an ECS. For details, see Creating an ECS.

Network Monitoring

Displays the outbound bandwidth and inbound bandwidth of the current EIP and
bandwidth in the last 1 hour.

● Inbound bandwidth: indicates the network rate of inbound traffic.
● Outbound bandwidth: indicates the network rate of outbound traffic.
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● Total outbound bandwidth of all EIPs: indicates the total network rate of
outbound traffic of all EIPs.

● Top 5 EIPs by outbound bandwidth: indicates the top 5 EIPs by outbound
bandwidth.

NO TE

To view network monitoring data, apply for a VPC and bind an EIP or bandwidth. For
details, see Creating a VPC.

Storage Monitoring
Storage Monitoring (EVS) on the left displays the top 5 EVS disks by read and
write bandwidth. Storage Monitoring (EVS) on the right displays the top 5 EVS
disks by read and write IOPS.

NO TE

To view storage monitoring data, purchase an EVS disk. For details, see Create an EVS Disk.

Full Screen
You can view various information, such as alarm statistics, event monitoring, and
ECS monitoring on a full screen.

2.2 Querying Metrics of a Cloud Service
Cloud Eye provides multiple built-in metrics based on the characteristics of each
service. After you enable one cloud service on the cloud platform, Cloud Eye
automatically associates its built-in metrics. You can track the cloud service status
by monitoring these metrics.

This topic describes how to view monitoring data of a cloud service resource.

NO TE

For services that support enterprise projects, the system displays, by default, the host list of
the enterprise projects on which you have permissions.

Procedure
1. Log in to the management console.

2. Click Service List in the upper left corner and select Cloud Eye.
3. In the navigation pane on the left, choose Cloud Service Monitoring and

select a cloud service.
The cloud service page is displayed.

4. Locate the row that contains the cloud service resource you want to monitor
and click View Metric in the Operation column.
The detailed monitoring page is displayed.
You can view graphs based on raw data collected in the last 1h, 3h, 12h, 1d,
and 7d. You can also customize the time range. In the upper right corner of
the graph, the maximum and minimum values of the metric in the
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corresponding time periods are dynamically displayed. You can also enable
Auto Refresh to view the real-time data refreshed every minute.

Figure 2-1 Viewing graphs

NO TE

● Units of some metrics can be changed between byte or byte/s and GB or GB/s on
graphs. When you are changing the unit, if the maximum value of a metric is
smaller than 10^ (-5), both the maximum value and the minimum value of this
metric are 0. In addition, all data displayed on the graph is 0.

● If Auto Refresh is enabled, data is automatically refreshed every minute.
● You can search for a specific metric in the search box.
● Some cloud services allow you to view resource details. You can click View

Resource Details in the upper part of the page to view details about monitored
resources.

5. Near the top right corner of the page, click Select Metric.
The Select Metric dialog box is displayed.
Select at least one metric. Drag and drop the selected metrics at desired
locations to sort them. This helps you customize metrics to be viewed.

6. Hover your mouse over a graph and click  in the upper right corner.
An enlarged graph of the metric is displayed, on which you can view the
metric monitoring details for longer time ranges. In the upper left corner, you
can see six default monitoring periods: 1h, 3h, 12h, 1d, 7d, and 30d. You can
also view historical monitoring data for any period during the last six months
by customizing the monitoring period in the upper right corner of the graph.

NO TE

● If you select 1h, 3h, 12h, or 1d, raw data is displayed by default. You can set
Period and Statistic to change the rollup period of the monitoring data. For
details about the rollup period, see What Is Rollup?

● If you select 7d or 30d, aggregated data is displayed by default. You can set Period
and Statistic to change the rollup period of monitoring data.
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Figure 2-2 Disk Write IOPS

7. In the upper right corner of the monitoring view, click  to create an alarm
rule for a metric.

8. To export data, click Export Data on the Cloud Service Monitoring page,
configure parameters, and click Export. For details, see How Can I Export
Collected Data?

2.3 Using Server Monitoring
Server monitoring includes basic monitoring, process monitoring, and OS
monitoring for servers.

● Basic monitoring provides Agent-free monitoring for basic ECS or BMS
metrics.

● OS monitoring provides proactive and fine-grained OS monitoring for servers,
and it requires the Agent (a plug-in) to be installed on all servers that will be
monitored.

● Process monitoring provides monitoring of active processes on hosts.

NO TE

Agent access statement: After the Agent is installed, it collects and reports server
monitoring data to the Cloud Eye service. When you update the Agent software package,
Cloud Eye accesses the software package repository address to update the software. In
addition to the preceding behaviors, the Agent does not access any other addresses.

Functions
● Various Metrics

Server monitoring provides more than 40 metrics, such as metrics for CPU,
memory, disk, and network usage, meeting the basic monitoring and O&M
requirements for servers.

● Fine-grained Monitoring
After the Agent is installed, the metrics collected by the Agent are reported
every minute.
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● Process Monitoring
CPU usage, memory usage, and number of opened files used by active
processes are monitored to help you better understand the resource usages
on ECSs and BMSs.

Using Server Monitoring
1. Log in to the management console.
2. Click Service List in the upper left corner and select Cloud Eye.
3. In the navigation pane on the left, choose Server Monitoring.
4. Select the ECS or BMS and install the Agent on it.

a. Change the DNS server address of and add security group rules to the
ECS or BMS. For details, see Modifying the DNS Server Address and
Adding Security Group Rules (Linux) or Modifying the DNS Server
Address and Adding Security Group Rules (Windows).

b. Install the Agent. For details, see Installing the Agent on a Linux Server
or Installing and Configuring the Agent on a Windows Server.

5. After 5 minutes, check whether the Agent status is Running.
If yes, the Agent has been installed successfully.
On the right of the ECS, click View Metric in the Operation column to view
the monitoring data.

2.4 Using Custom Monitoring
The Custom Monitoring page displays all custom metrics reported by users. You
can use simple API requests to report collected monitoring data of those metrics
to Cloud Eye for processing and display.

For details about how to add monitoring data, see Adding Monitoring Data.

Viewing Custom Monitoring
1. Log in to the management console.
2. Click Service List in the upper left corner and select Cloud Eye.
3. In the navigation pane on the left, choose Custom Monitoring.
4. On the Custom Monitoring page, view the data reported by yourself through

API requests, including custom services and metrics.
5. Locate the cloud service resource and click View Metric in the Operation

column.
On the page displayed, you can view graphs based on raw data collected in
1h, 3h, and 12h. In the upper right corner of each graph, the maximum and
minimum values of the metric in the corresponding time periods are
dynamically displayed.

6. If you want to view metric details, hover your mouse over a graph and click

 in the upper right corner.
In the upper left corner, you can see six default monitoring periods: 1h, 3h,
12h, 1d, 7d, and 30d. To view historical monitoring data for any period during
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the last six months, customize the monitoring period by setting Select Range
in the upper right corner.
In the upper left corner of the graph, click Settings to configure the rollup
method.

Creating an Alarm Rule
1. Log in to the management console.
2. Click Service List in the upper left corner and select Cloud Eye.
3. In the navigation pane on the left, choose Custom Monitoring.
4. Locate the cloud service resource and click Create Alarm Rule in the

Operation column.
5. Configure the alarm rule name, alarm policy, and alarm notification.

After you create the alarm rule, if the custom metric data reaches the
threshold, Cloud Eye immediately notifies you through SMN that an exception
has occurred.

2.5 Using Event Monitoring
You can query system events and custom events reported to Cloud Eye through
the API. You can create alarm rules for both system events and custom events.
When specific events occur, Cloud Eye generates alarms for you.

Events are key operations on cloud service resources that are stored and
monitored by Cloud Eye. You can view events to see operations performed by
specific users on specific resources, such as deleting or rebooting an ECS.

Event monitoring is enabled by default. You can view monitoring details about
system events and custom events. For details about the supported system events,
see Events Supported by Event Monitoring.

Event monitoring provides an API for reporting custom events, which helps you
collect and report abnormal events or important change events generated by
services to Cloud Eye. For details about how to report custom events, see
Reporting Events.

The differences between monitoring of custom events and custom monitoring
are as follows:

● Monitoring of custom events is used to report and query monitoring data for
non-consecutive events, and generate alarms in these scenarios.

● Custom monitoring is used to report and query periodically and continuously
collected monitoring data, and generate alarms in these scenarios.

Viewing Event Monitoring Graphs
1. Log in to the management console.
2. Click Service List in the upper left corner and select Cloud Eye.
3. In the navigation pane on the left, choose Event Monitoring.

On the page displayed, all system events and custom events of the last 24
hours are displayed by default.
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4. Select an event and click View Graph in the Operation column.

Creating an Alarm Rule
1. Log in to the management console.
2. Click Service List in the upper left corner and select Cloud Eye.
3. In the navigation pane on the left, choose Event Monitoring.
4. In the event list, locate the event and click Create Alarm Rule in the

Operation column.
5. Configure the alarm rule name, alarm policy, and alarm notification as

prompted.
After you create the alarm rule, if the metric data reaches the threshold,
Cloud Eye immediately notifies you through SMN that an exception has
occurred.

2.6 Using Resource Groups

Scenarios
● Resource Management

If you use multiple cloud services, you can add all related resources, such as
ECSs, BMSs, EVS disks, elastic IP addresses, bandwidths, and databases to the
same resource group for easier management and O&M.

● Routine Inspection and Quick Fault Locating
On the details page of a resource group, you can view the resource overview,
unhealthy resources, alarm rules, and alarm records. This feature helps you
view cloud resource usage and quickly locate faulty resources.

Functions
● Resource groups enable you to manage your cloud resources across products.
● The unhealthy resource list enables you to quickly locate faults.
● The Alarm Rules page displays all alarm rules in a resource group. You can

enable, disable, modify, or delete an alarm rule.

Using Resource Groups
1. Log in to the management console.
2. Click Service List in the upper left corner and select Cloud Eye.
3. In the navigation pane on the left, choose Resource Groups.
4. In the upper right corner, click Create Resource Group. On the page

displayed, enter a group name as prompted.
5. Select cloud service resources.
6. Click Create.

For details about how to create and manage resource groups, see
Introduction to Resource Groups.
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2.7 Creating an Alarm Rule

Scenarios
The alarm function provides the alarm service for monitoring data. By creating
alarm rules, you define how the alarm system checks monitoring data and sends
alarm notifications when metric data meets alarm policies.

After creating alarm rules for important metrics or events, you can promptly
identify metric data exceptions or events and quickly rectify the faults.

Functions
● Alarm rules can be created for all monitoring items on Cloud Eye.
● Alarm rules can be created for all resources, resource groups, log monitoring,

custom monitoring, event monitoring, and website monitoring.
● You can set validity periods of alarm rules, that is, customize the time when

alarm rules take effect.
● Notifications can be sent by email, SMS message, or HTTP/HTTPS message.

Procedure
1. Log in to the management console.
2. Click Service List in the upper left corner and select Cloud Eye.
3. In the navigation pane on the left, choose Alarm Management > Alarm

Rules, and click Create Alarm Rule in the upper right corner.
4. On the Create Alarm Rule page, configure the parameters.

a. Configure the alarm rule name and description.

Table 2-1 Name and Description

Parameter Description

Name Specifies the alarm rule name. The system generates a
random name, which you can modify.
Example value: alarm-b6al

Description (Optional) Provides supplementary information about
the alarm rule.

 
b. Select a monitored object and configure alarm content parameters.
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Table 2-2 Parameters

Parame
ter

Description Example
Value

Resourc
e Type

Specifies the type of the resource the alarm
rule is created for.

Elastic Cloud
Server

Dimensi
on

Specifies the metric dimension of the
selected resource type.

ECSs

Monitori
ng
Scope

The monitoring scope of an alarm rule can
be All resources, Resource groups, or
Specified resources.
NOTE

● If you select All resources, an alarm
notification will be sent when any instance
meets an alarm policy, and existing alarm
rules will be automatically applied for newly
purchased resources.

● If Resource groups is selected and any
resource in the group meets the alarm policy,
an alarm is triggered.

● If you select Specific resources, select one or

more resources and click  to add
them to the box on the right.

All resources

Group This parameter is mandatory when
Monitoring Scope is set to Resource
groups.

N/A

Method You can select an associated template, use
an existing template or create a custom
template as required.
NOTE

After an associated template is modified, the
policies contained in this alarm rule to be created
will be modified accordingly.

Configure
manually

Templat
e

Specifies the template to be used.
You can select a default alarm template or
customize a template.

ECS Alarm
Template
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Parame
ter

Description Example
Value

Alarm
Policy

Specifies the policy for triggering an alarm.
If you set Resource Type to Custom
Monitoring or a specific cloud service,
whether an alarm will be triggered depends
on whether the metric data in consecutive
periods reaches the threshold. For example,
Cloud Eye triggers an alarm if the average
CPU usage of the monitored object is 80%
or more for three consecutive 5-minute
periods.
If you set Resource Type is to Event
Monitoring, the event that triggers the
alarm is an instant event. For example, if
event improper ECS running occurs, Cloud
Eye triggers an alarm.
NOTE

A maximum of 50 alarm policies can be added to
an alarm rule. If any one of these alarm policies is
met, an alarm is triggered.

N/A

Mount
Point or
Disk

This parameter is displayed on the console
and can be configured only when the
following conditions are met:
● Monitoring Scope: Specific resources
● Resource Type: ECSs or BMSs
● Trigger Rule: Configure manually.
● Metric Name in an alarm policy: disk

metric whose name is prefixed with
Agent

For the Windows OS, enter a drive letter,
such as C, D, or E. For the Linux OS, enter a
mount point, such as /dev or /opt.

/dev

Alarm
Severity

Specifies the alarm severity, which can be
Critical, Major, Minor, or Informational.

Major

 
c. Configure the alarm notification.

Table 2-3 Alarm Notification parameters

Parameter Description

Alarm
Notificatio
n

Specifies whether to notify users when alarms are
triggered. Notifications can be sent by email, SMS
message, or HTTP/HTTPS message.
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Parameter Description

Notificatio
n Object

Specifies the object to which alarm notifications will be
sent. You can select the account contact or a topic.
● The account contact is the tenant owner. If a user

registers both a mobile number and an email address,
they will receive alarm information through both
channels. However, if only one of these contact
methods is registered, the alarm information will be
sent exclusively to that registered one.

● A topic is a specific event type for publishing messages
or subscribing to notifications. If the required topic is
not available, create one first and add subscriptions to
it. For details, Creating a Topic and Adding
Subscriptions.

Validity
Period

Cloud Eye sends notifications only within the notification
window specified in the alarm rule.
If Validity Period is set to 08:00-20:00, Cloud Eye sends
notifications only from 08:00 to 20:00.

Trigger
Condition

Specifies the condition for triggering an alarm
notification.
● If Alarm Type is set to Metric, you can select

Generated alarm, Cleared alarm, or both.
● If Alarm Type is set to Event, you can select

Generated alarm only.

 

d. Select an enterprise project.

Figure 2-3 Advanced Settings

Table 2-4 Name and Description

Parameter Description

Enterprise
Project

Specifies the enterprise project that the alarm rule
belongs to. Only users with the enterprise project
permissions can manage the alarm rule. For details
about how to create an enterprise project, see Creating
an Enterprise Project.

 

e. Click Create.
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After the alarm rule is created, if the metric data reaches the specified threshold,
Cloud Eye immediately informs you that an exception has occurred.
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3 Dashboards

3.1 Introduction to Dashboards
Dashboards serve as custom monitoring platforms and allow you to view core
metrics and compare the performance data of different services.

3.2 Creating a Dashboard
You must create a dashboard before you add graphs. You can create a maximum
of dashboards.

Procedure
1. Log in to the management console.
2. Click Service List in the upper left corner and select Cloud Eye.
3. In the navigation pane on the left, choose Dashboard. Click Create

Dashboard in the upper right corner.
The Create Dashboard dialog box is displayed.

4. Set the dashboard name.
– Name: Enter a maximum of 128 characters. Only letters, digits, hyphens

(-), and underscores (_) are allowed.
– Enterprise Project: If you associate a dashboard with an enterprise

project, only users who have the permissions of the enterprise project can
manage the dashboard.

NO TE

The enterprise project feature is available only in some regions.

5. Click OK.

3.3 Adding a Graph
After you create a dashboard, you can add graphs to the dashboard to monitor
cloud services. Each dashboard supports up to 24 graphs.
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You can add up to 50 metrics to one graph. Monitoring comparison between
different services, dimensions, and metrics is supported.

Procedure
1. Log in to the management console.
2. Click Service List in the upper left corner and select Cloud Eye.

3. In the navigation pane on the left, choose Dashboard. Switch to the
dashboard to which you want to add a graph, and click Add Graph.
The Add Graph dialog box is displayed.

4. Configure parameters based on Table 3-1.

Table 3-1 Parameters

Parameter Description

Title Specifies the title of the graph to be added. Only letters,
digits, underscores (_), and hyphens (-) are allowed.
Enter a maximum of 128 characters.
Example value: widget-axaj

Enterprise
Project

Specifies the enterprise project associated with the
graph. You can view the monitoring data on the graph
only when you have the enterprise project permissions.

Resource Type Specifies the type of the resource to be monitored.
Example value: Elastic Cloud Server

Dimension Specifies the metric dimension.
Example value: ECSs

Monitored
Object

Specifies the monitored object. You can add up to 50
monitored objects.
You can select multiple monitored objects at a time.

Metric Specifies the metric name.
Example value: CPU Usage

 
5. Click OK.

On the selected dashboard, you can view the metric trends on the new graph.

If you hover your mouse on the graph and click , you can view detailed
metric data comparison in an enlarged graph.

3.4 Viewing a Graph
After you add a graph, you can view the metric trends on the Dashboards page.
The system provides you both default and customizable time ranges to view
trends from last month. This topic describes how to view trends for a longer time
range.
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Procedure
1. Log in to the management console.

2. Click Service List in the upper left corner and select Cloud Eye.

3. In the navigation pane on the left, choose Dashboard.

You can view all graphs on the current dashboard.

NO TE

● You can sort graphs by dragging them.

● You can click 1h, 3h, 12h, 1d, or 7d in the upper part of the graphs to change the
monitoring period of all graphs on the dashboard. By default, raw metric data is
displayed for 1h, and the aggregated metric data is displayed for other periods.

● You can also go to the full screen to view the graphs. For details, see Using the
Full Screen.

4. Hover your mouse over a graph. In the upper right corner, click  to view
monitoring details on an enlarged graph. Select a time period or customize a
time range to view the metric in a specific monitoring interval.

Raw metric data is displayed for 1h, 3h, 12h, and 1d by default. For 7d and
30d, rolled-up data is displayed by default.

On the enlarged graph, you can Customizing a Period to View the Graph or
Selecting Monitored Objects and Viewing Metrics.

Figure 3-1 Viewing graphs

Using the Full Screen

The full screen displays metric data more clearly.

● To enter the full screen, click Full Screen in the upper right corner of the
Dashboard page.

● To exit the full screen, click Exit Full Screen in the upper left corner of the
page.
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Customizing a Period to View the Graph
By default, metrics in the last 1 hour, last 3 hours, last 12 hours, last 24 hours, and
last 7 days are displayed. If you want to view metrics in the last 2 hours or a
customized time period, you can drag the mouse to select the time range you
want to view on the X axis.

● To view metric details in a customized time period, click the first icon on the
right. Drag the mouse to select a customized time range. The system
automatically displays the monitoring data in the selected time range.

Figure 3-2 Customizing a period

● To go back to the default graph, click the third icon on the right.

Selecting Monitored Objects and Viewing Metrics
To compare the same metric of multiple resources, you can combine the metrics
of the resources into a graph. When there are a large number of resources, you
can drag to select monitored objects if you want to compare the metric data of
only some of the resources.

● To select a monitored object, click the second icon on the right. Drag the
mouse on part of the curve of the monitored objects. Then, the system
automatically displays the data of the selected monitored objects and hides
the monitoring data of other monitored objects.

Cloud Eye
User Guide 3 Dashboards

Issue 01 (2024-04-03) Copyright © Huawei Technologies Co., Ltd. 30



Figure 3-3 Selecting the object to be monitored

● To go back to the default graph, click the third icon on the right.

NO TE

In the lower part of an enlarged graph, you can select a monitored object as follows:
Click a resource object to hide its trend chart, and click the monitored object again to
display its trend chart.

3.5 Configuring a Graph
This topic describes how to add, modify, and delete metrics on graphs.

Procedure
1. Log in to the management console.
2. Click Service List in the upper left corner and select Cloud Eye.
3. In the navigation pane on the left, choose Dashboard. Select the panel and

graph, and click the configure icon.
On the displayed Configure Graph dialog box, you can edit the graph title
and add new metrics. You can also delete or modify the current metrics.

NO TE

You can add up to 50 metrics to a graph.

3.6 Deleting a Graph
1. Log in to the management console.
2. Click Service List in the upper left corner and select Cloud Eye.
3. In the navigation pane on the left, choose Dashboard.
4. Select the dashboard from which you want to delete a graph.
5. Hover your mouse on the graph and click the trash icon in the upper right

corner.
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6. In the displayed Delete Graph dialog box, click Yes.

3.7 Deleting a Dashboard
To re-plan graphs on a dashboard, you can delete the dashboard. After that, all
graphs on the dashboard will also be deleted.

Procedure
1. Log in to the management console.
2. Click Service List in the upper left corner and select Cloud Eye.
3. In the navigation pane on the left, choose Dashboard.
4. Select the dashboard.
5. Click Delete.
6. In the displayed Delete Dashboard dialog box, click OK.
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4 Resource Groups

4.1 Introduction to Resource Groups
A resource group allows you to add and monitor correlated resources and provides
a collective health status for all resources that it contains.

Resource Groups supports enterprise projects. If a resource group is associated
with an enterprise project, only users who have the permission of the enterprise
project can view and manage the resource group.

4.2 Creating a Resource Group

Scenarios

If you use multiple cloud services, you can add all related resources, such as ECSs,
BMSs, EVS disks, elastic IP addresses, bandwidths, and databases to the same
resource group for easier management and O&M.

Restrictions
● Each user can create up to 1,000 resource groups.
● A resource group must contain 1 to 1,000 cloud service resources.
● There are restrictions on the number of resources of different types that can

be added to a resource group. For details, see the tips on the Cloud Eye
console.

Procedure
1. Log in to the management console.
2. In the upper left corner, select a region and project.
3. Click Service List in the upper left corner and select Cloud Eye.
4. In the navigation pane on the left, choose Resource Groups.
5. In the upper right corner, click Create Resource Group.
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Figure 4-1 Creating a resource group

6. Enter the group name and select an enterprise project.
You are advised to associate the resource group with an enterprise project.
Only users who have permission of the enterprise project can view and
manage the associated resource group. In this way, permission assignment is
more reasonable and refined. For details about how to create an enterprise
project, see Creating an Enterprise Project.

NO TE

The enterprise project feature is available only in some regions.

7. Select cloud service resources and configure Associate Enterprise Project.
You are advised to associate an enterprise project. After an enterprise project
is associated, resources added to or deleted from the enterprise project are
automatically added to or deleted from the resource group. If resources are
frequently added or deleted, you can improve the efficiency of maintaining
resource groups.

Figure 4-2 Selecting cloud service resources

NO TE

You can search for ECSs and BMSs by name, ID, and private IP address. For other cloud
services, you can search by name, ID, or tag.

8. Click Create.

4.3 Viewing Resource Groups

4.3.1 Resource Group List
The resource group list displays all resource groups you have on Cloud Eye, the
resources they contain, and the health status of each resource group.
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Procedure
1. Log in to the management console.

2. In the upper left corner, select a region and project.

3. Click Service List in the upper left corner and select Cloud Eye.

4. In the navigation pane on the left, choose Resource Groups.

On the Resource Groups page, you can view all the resource groups that
have been created.

Table 4-1 Parameters of the resource group list

Parameter Description

Name/ID Specifies the resource group name and ID.
NOTE

The group name can contain a maximum of 128 characters.
Only letters, digits, hyphens (-), and underscores (_) are
allowed.

Alarm Status ● No alarm: No alarm resource exists in the group.
● In alarm: An alarm is being generated for a resource

in the group.
● No alarm rules set: No alarm rules have been

created for any resource in the group.

Resources
(Alarm/Total)

Total number of resources that are generating alarms in
a group/Total number of resources in the group.

Resource Types Specifies the number of different resource types in a
group. For example, if there are two ECSs and one EVS
disk in a resource group, then there are two types of
resources and Resource Types is 2.

Enterprise
Project

Specifies the name of the enterprise project that has the
resource group permission.

Add Resources Specifies how you add resources to a resource group.
The value can be Manually or Automatically.

Synchronize
Resources

You can add all resources in an enterprise project or
resources with the same tags to a resource group.

Created Specifies the time when the resource group was created.

Operation Only the group deletion operation is supported.

 

4.3.2 Resource Overview
The Resource Overview page displays the resource types contained in the current
group, as well as the total number of resources of each resource type, dimensions,
and whether there are alarms generated for the resources.
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Procedure
1. Log in to the management console.

2. In the upper left corner, select a region and project.

3. Click Service List in the upper left corner and select Cloud Eye.

4. In the navigation pane on the left, choose Resource Groups.

5. Click a resource group name to go to the Resource Overview page.

On this page, you can change the resource group name and remove or add
resources. There is also a link for you to quickly create alarm rules for those
resources.

4.3.3 Alarm Rules
The Alarm Rules page displays all alarm rules in a resource group. You can
enable, disable, modify, or delete an alarm rule.

Procedure
1. Log in to the management console.

2. In the upper left corner, select a region and project.

3. Click Service List in the upper left corner and select Cloud Eye.

4. In the navigation pane on the left, choose Resource Groups.

5. Click a resource group name to go to the Resource Overview page.

6. In the navigation pane on the left, choose Alarm Rules to view all alarm
rules in the resource group.

4.4 Managing Resource Groups

4.4.1 Modifying a Resource Group
When you need to add resources to or delete resources from a resource group,
modify the resource group.

Procedure
1. Log in to the management console.

2. In the upper left corner, select a region and project.

3. Click Service List in the upper left corner and select Cloud Eye.

4. In the navigation pane on the left, choose Resource Groups.

5. Locate the resource group and click Modify in the Operation column.

6. On the displayed Modify Resource Group page, modify the resource group.

7. Click Modify.
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4.4.2 Deleting a Resource Group

Procedure
1. Log in to the management console.
2. In the upper left corner, select a region and project.
3. Click Service List in the upper left corner and select Cloud Eye.
4. In the navigation pane on the left, choose Resource Groups.
5. Locate the resource group and click Delete in the Operation column.

Figure 4-3 Deleting a resource group

6. In the displayed Delete Resource Group dialog box, click OK.
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5 Using the Alarm Function

5.1 Introduction to the Alarm Function
You can set alarm rules for key metrics of cloud services. When the conditions in
the alarm rule are met, Cloud Eye sends emails, or SMS messages, or sends HTTP/
HTTPS requests, enabling you to quickly respond to resource changes.

Cloud Eye invokes SMN APIs to send notifications. This requires you to create a
topic and add subscriptions to this topic on the SMN console. Then, when you
create alarm rules on Cloud Eye, you can enable the alarm notification function
and select the topic. When alarm rule conditions are met, Cloud Eye sends the
alarm information to subscription endpoints in real time.

NO TE

If no alarm notification topic is created, alarm notifications will be sent to the default email
address of the account contact.

The Alarm Rules function supports enterprise projects. If an alarm rule is
associated with an enterprise project, only users who have the permission of the
enterprise project can view and manage the alarm rule.

5.2 Creating Alarm Notification Topics

5.2.1 Creating a Topic

Scenarios
A topic serves as a message sending channel, where publishers and subscribers
can interact with each other.

You can create your own topic.

Creating a Topic
1. Log in to the management console.
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2. In the upper left corner, select a region and project.
3. In the service list, select Simple Message Notification.

The SMN console is displayed.
4. In the navigation pane on the left, choose Topic Management > Topics.

The Topics page is displayed.
5. Click Create Topic.

The Create Topic dialog box is displayed.

Figure 5-1 Creating a topic

6. Enter a topic name and display name (topic description).

Table 5-1 Parameters required for creating a topic

Parameter Description

Topic Name Specifies the topic name, which
● Contains only letters, digits, hyphens (-), and

underscores (_) and must start with a letter or a digit.
● Must contain 1 to 255 characters.
● Must be unique and cannot be modified once the topic

is created.
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Parameter Description

Display Name Specifies the message sender name, which can contain up
to 192 bytes.
NOTE

After you specify a display name in Display
name<username@example.com> format, the name you specify
will be displayed as the email sender. Otherwise, the sender will be
username@example.com.

Enterprise
Project

Centrally manages cloud resources and members by
project.

Tag Tags identify cloud resources so that they can be
categorized easily and searched quickly.
● For each resource, each tag key must be unique, and

each tag key can have only one tag value.
● A tag key can contain a maximum of 36 characters,

including digits, letters, underscores (_), and hyphens
(-).

● A tag value can contain a maximum of 43 characters,
including digits, letters, underscores (_), periods (.), and
hyphens (-).

● You can add up to 20 tags to a topic.

 
7. Click OK.

The topic you created is displayed in the topic list.
After you create a topic, the system generates a uniform resource name
(URN) for the topic, which uniquely identifies the topic and cannot be
changed.

8. Click a topic name to view the topic details and the total number of topic
subscriptions.

Follow-up Operations
After you create a topic, add subscriptions. After the subscriptions have been
confirmed, alarm notifications will be sent to the subscription endpoints via SMN.

5.2.2 Adding Subscriptions
A topic is a channel used by SMN to publish messages. Therefore, after you create
a topic, add subscriptions. In this way, when the metric triggers an alarm, Cloud
Eye sends the alarm information to subscription endpoints of the topic.

Adding Subscriptions
1. Log in to the management console.
2. Select Simple Message Notification under Application.

The SMN console is displayed.
3. In the navigation pane on the left, choose Topic Management > Topics.
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The Topics page is displayed.

Figure 5-2 Topics

4. Locate the topic you want to add subscriptions to and click Add Subscription
in the Operation column.
The Add Subscription dialog box is displayed.

Figure 5-3 Adding Subscription

5. Specify the subscription protocol and endpoints.
If you enter multiple endpoints, enter each endpoint on a separate line.
For details about how to add an endpoint, see Adding a Subscription.

6. Click OK.
The subscription you added is displayed in the subscription list.

NO TE

After the subscription is added, the corresponding subscription endpoint will receive a
subscription notification. You need to confirm the subscription so that the endpoint
can receive alarm notifications.

5.3 Creating Alarm Rules

5.3.1 Introduction to Alarm Rules
You can flexibly create alarm rules on the Cloud Eye console. You can create an
alarm rule for a specific metric or use the alarm template to create alarm rules in
batches for multiple cloud service resources.

Cloud Eye provides you with default alarm templates tailored to each service. In
addition, you can also create custom alarm templates by modifying the default
alarm template or by specifying every required field.
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5.3.2 Creating an Alarm Rule
This topic describes how to create an alarm rule.

Creating an Alarm Rule
1. Log in to the management console.
2. Click Service List in the upper left corner and select Cloud Eye.
3. In the navigation pane on the left, choose Alarm Management > Alarm

Rules.
4. Click Create Alarm Rule in the upper right corner.
5. On the Create Alarm Rule page, configure the parameters.

a. Configure the alarm rule name and description.

Table 5-2 Name and Description

Parameter Description

Name Specifies the alarm rule name. The system generates a
random name, which you can modify.
Example value: alarm-b6al

Description (Optional) Provides supplementary information about
the alarm rule.

 
b. Select a monitored object and configure alarm content parameters.

Table 5-3 Parameters

Parame
ter

Description Example
Value

Resourc
e Type

Specifies the type of the resource the alarm
rule is created for.

Elastic Cloud
Server

Dimensi
on

Specifies the metric dimension of the
selected resource type.

ECSs
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Parame
ter

Description Example
Value

Monitori
ng
Scope

The monitoring scope of an alarm rule can
be All resources, Resource groups, or
Specified resources.
NOTE

● If you select All resources, an alarm
notification will be sent when any instance
meets an alarm policy, and existing alarm
rules will be automatically applied for newly
purchased resources.

● If Resource groups is selected and any
resource in the group meets the alarm policy,
an alarm is triggered.

● If you select Specific resources, select one or

more resources and click  to add
them to the box on the right.

All resources

Group This parameter is mandatory when
Monitoring Scope is set to Resource
groups.

N/A

Method You can select an associated template, use
an existing template or create a custom
template as required.
NOTE

After an associated template is modified, the
policies contained in this alarm rule to be created
will be modified accordingly.

Configure
manually

Templat
e

Specifies the template to be used.
You can select a default alarm template or
customize a template.

ECS Alarm
Template
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Parame
ter

Description Example
Value

Alarm
Policy

Specifies the policy for triggering an alarm.
If you set Resource Type to Custom
Monitoring or a specific cloud service,
whether an alarm will be triggered depends
on whether the metric data in consecutive
periods reaches the threshold. For example,
Cloud Eye triggers an alarm if the average
CPU usage of the monitored object is 80%
or more for three consecutive 5-minute
periods.
If you set Resource Type is to Event
Monitoring, the event that triggers the
alarm is an instant event. For example, if
event improper ECS running occurs, Cloud
Eye triggers an alarm.
NOTE

A maximum of 50 alarm policies can be added to
an alarm rule. If any one of these alarm policies is
met, an alarm is triggered.

N/A

Mount
Point or
Disk

This parameter is displayed on the console
and can be configured only when the
following conditions are met:
● Monitoring Scope: Specific resources
● Resource Type: ECSs or BMSs
● Trigger Rule: Configure manually.
● Metric Name in an alarm policy: disk

metric whose name is prefixed with
Agent

For the Windows OS, enter a drive letter,
such as C, D, or E. For the Linux OS, enter a
mount point, such as /dev or /opt.

/dev

Alarm
Severity

Specifies the alarm severity, which can be
Critical, Major, Minor, or Informational.

Major

 
c. Configure the alarm notification.

Table 5-4 Alarm Notification parameters

Parameter Description

Alarm
Notificatio
n

Specifies whether to notify users when alarms are
triggered. Notifications can be sent by email, SMS
message, or HTTP/HTTPS message.
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Parameter Description

Notificatio
n Object

Specifies the object to which alarm notifications will be
sent. You can select the account contact or a topic.
● The account contact is the tenant owner. If a user

registers both a mobile number and an email address,
they will receive alarm information through both
channels. However, if only one of these contact
methods is registered, the alarm information will be
sent exclusively to that registered one.

● A topic is a specific event type for publishing messages
or subscribing to notifications. If the required topic is
not available, create one first and add subscriptions to
it. For details, Creating a Topic and Adding
Subscriptions.

Validity
Period

Cloud Eye sends notifications only within the notification
window specified in the alarm rule.
If Validity Period is set to 08:00-20:00, Cloud Eye sends
notifications only from 08:00 to 20:00.

Trigger
Condition

Specifies the condition for triggering an alarm
notification.
● If Alarm Type is set to Metric, you can select

Generated alarm, Cleared alarm, or both.
● If Alarm Type is set to Event, you can select

Generated alarm only.

 

d. Select an enterprise project.

Figure 5-4 Advanced Settings

Table 5-5 Name and Description

Parameter Description

Enterprise
Project

Specifies the enterprise project that the alarm rule
belongs to. Only users with the enterprise project
permissions can manage the alarm rule. For details
about how to create an enterprise project, see Creating
an Enterprise Project.

 

e. Click Create.

Cloud Eye
User Guide 5 Using the Alarm Function

Issue 01 (2024-04-03) Copyright © Huawei Technologies Co., Ltd. 45

https://support.huaweicloud.com/intl/en-us/ae-ad-1-usermanual-em/em_01_0011.html
https://support.huaweicloud.com/intl/en-us/ae-ad-1-usermanual-em/em_01_0011.html


After the alarm rule is created, if the metric data reaches the specified threshold
or the specified events reach the alarm policies, Cloud Eye immediately informs
you that an exception has occurred.

5.4 Application Example: Creating an ECS CPU Usage
Alarm

This topic describes how to create an alarm rule to monitor ECS CPU usage, in
which Threshold is set to >= 80%.

Procedure
1. Log in to the management console.
2. In the navigation pane on the left, choose Server Monitoring.

The list of ECSs on the cloud platform is displayed.
3. Locate the ECS, and choose More > Create Alarm Rule in the Operation

column.
The Create Alarm Rule page is displayed.

4. Enter Name and Description.
5. Configure the following parameters one by one:

a. Method: Select Configure manually.
b. Metric Name: Select CPU Usage from the drop-down list.
c. Alarm Policy: The value can be Avg., 5 minutes, 3 consecutive periods,

>=, 80%, and One day.
d. Alarm Severity: Set it to Major.
e. Enable Alarm Notification.
f. Notification Object: Select the topic created in Creating Alarm

Notification Topics.
g. Notification Window: Set it to 00:00-23:59.
h. Trigger Condition: Select Generated alarm and Cleared alarm.
i. Enterprise Project: Select default.

6. Click Create.

5.5 Viewing Alarm Records
The Alarm Records page displays the status changes of all alarm rules so that you
can trace and view alarm records in a unified and convenient manner. By default,
alarm records of the last seven days are displayed. You can customize the time
range to display alarm records of the last 180 days.

When an alarm is generated, you can view the alarm records about the cloud
resource.

Procedure
1. Log in to the management console.
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2. Click Service List in the upper left corner and select Cloud Eye.
3. Choose Alarm Management > Alarm Records.

On the Alarm Records page, you can view the status changes of all alarm
rules in the last 7 days.

4. Click View Details in the Operation column. On the displayed drawer, view
the basic information about the resource, and view the data that triggered
the latest alarm status change.

NO TE

● You can select a time range within the past 180 days to view alarm records.

● In the search bar of the Alarm Records page, you can search for alarm records by
status, alarm severity, alarm rule name, resource type, resource ID, or alarm rule
ID.

● In the upper left of the alarm record list, you can click Export to export alarm
records.

5.6 Alarm Rule Management
This topic describes how to manage alarm rules as your system grows.

5.6.1 Modifying an Alarm Rule

Procedure
1. Log in to the management console.
2. Click Service List in the upper left corner and select Cloud Eye.
3. Choose Alarm Management > Alarm Rules.
4. On the displayed Alarm Rules page, use either of the following two methods

to modify an alarm rule:
– Locate the row containing the alarm rule you want to modify, click

Modify in the Operation column.
– Click the name of the alarm rule you want to modify. On the page

displayed, click Modify in the upper right corner.
5. On the Modify Alarm Rule page, modify alarm rule parameters as needed.

Table 5-6 Parameters

Paramet
er

Description Example Value

Name Specifies the alarm rule name. The system
generates a random name, which you can
modify.

alarm-b6al

Descripti
on

(Optional) Provides supplementary
information about the alarm rule.

N/A

Resource
Type

Specifies the type of the resource the
alarm rule is created for.

Elastic Cloud
Server
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Paramet
er

Description Example Value

Dimensio
n

Specifies the metric dimension of the
selected resource type.

ECSs

Monitori
ng Scope

Specifies the monitoring scope the alarm
rule applies to. You can select Resource
groups or Specific resources.
NOTE

When you set Monitored Object to Specific
resources, you can add new monitored objects
and remove the original monitored objects.

Specific resources

Alarm
Policy

Specifies the policy for triggering an
alarm.
For example, an alarm is triggered if the
average CPU usage of the monitored
object is 80% or more for three
consecutive 5-minute periods. Cloud Eye
triggers an alarm every one hour again if
the alarm persists.
NOTE

The last part of the alarm policy indicates how
often to trigger an alarm again when the alarm
has been triggered but the monitored object is
still abnormal.

N/A

Mount
Point or
Disk

This parameter is mandatory when the
metric is a fine-grained disk metric.
For the Windows OS, enter a drive letter,
such as C, D, or E. For the Linux OS, enter
a mount point, such as /dev or /opt.

/dev

Alarm
Severity

Specifies the alarm severity, which can be
Critical, Major, Minor, or Informational.

Major

Alarm
Notificati
on

Specifies whether to notify users when
alarms are triggered. Notifications can be
sent by email, SMS message, or HTTP/
HTTPS message.

N/A
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Paramet
er

Description Example Value

Notificati
on
Object

● The account contact is the tenant
owner. If a user registers both a mobile
number and an email address, they will
receive alarm information through both
channels. However, if only one of these
contact methods is registered, the
alarm information will be sent
exclusively to that registered one.

● A topic is a specific event type for
publishing messages or subscribing to
notifications. If the required topic is not
available, create one first and add
subscriptions to it. For details, Creating
a Topic and Adding Subscriptions.

N/A

Validity
Period

Cloud Eye sends notifications only within
the notification window specified in the
alarm rule.
If Notification Window is set to
00:00-08:00, Cloud Eye sends notifications
only from 00:00 to 08:00.

N/A

Trigger
Conditio
n

Specifies the condition for triggering an
alarm notification. You can select
Generated alarm (when an alarm is
generated).

N/A

Enterpris
e Project

Specifies the enterprise project that the
alarm rule belongs to. Only users with the
enterprise project permissions can view
and manage the alarm rule. For details
about how to create an enterprise project,
see Creating an Enterprise Project.

default

 

6. Click Modify.

5.6.2 Disabling Alarm Rules

Scenarios

If you don't need to monitor the metrics or events of a resource, you can disable
the alarm rule created for the resource. Once the alarm rule is disabled, the
monitoring metrics or events associated with it will no longer trigger any alarms.

Procedure

You can disable an alarm rule in any of the following ways:
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● To disable multiple alarm rules, go to the Alarm Rules page, select multiple
alarm rules, and click Disable in the upper left of the alarm rule list. In the
displayed Disable Alarm Rule dialog box, click OK.

● To disable an alarm rule, go to the Alarm Rules page, locate the alarm rule
you want to disable, click More, and choose Disable in the Operation
column. In the displayed Disable Alarm Rule dialog box, click OK.

● On the Alarm Rules page, click the name of the alarm rule to be disabled to
go to the details page. Click Disable in the upper right corner. In the displayed
dialog box, click OK.

5.6.3 Enabling Alarm Rules

Scenarios

If an alarm rule has been created for a resource but is currently disabled, you can
enable the alarm rule to trigger its associated metrics or events. This allows you to
promptly identify any abnormal metric data and and quickly rectify the fault.

Procedure

You can enable an alarm rule in any of the following ways:

● To enable multiple alarm rules, go to the Alarm Rules page, select multiple
alarm rules, and click Enable in the upper left of the alarm rule list. In the
displayed Enable Alarm Rule dialog box, click OK.

● To enable a single alarm rule, go to the Alarm Rules page, locate the alarm
rule you want to enable, and choose More > Enable in the Operation
column. In the displayed Enable Alarm Rule dialog box, click OK.

● On the Alarm Rules page, click the name of the alarm rule to be enabled to
go to the details page. Click Enable in the upper right corner. In the displayed
dialog box, click OK.

5.6.4 Deleting Alarm Rules
To delete a single alarm rule, go to the Alarm Rules page, locate the row
containing the alarm rule you want to delete, click More in the Operation
column, and choose Delete. In the displayed Delete Alarm Rule dialog box, click
OK.

To delete multiple alarm rules, go to the Alarm Rules page, select multiple alarm
rules, and click Delete in the upper left of the alarm rule list. In the displayed
Delete Alarm Rule dialog box, click OK.

5.7 Alarm Templates
An alarm template contains a group of alarm rules for a specific service. You can
use it to quickly create alarm rules for multiple resources of a cloud service. Cloud
Eye recommends alarm templates based on the attributes of each cloud service. It
also allows you to create custom templates as needed.
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5.7.1 Viewing Alarm Templates

Procedure
1. Log in to the management console.
2. In the upper left corner, select a region and project.
3. Click Service List in the upper left corner and select Cloud Eye.
4. Choose Alarm Management > Alarm Templates.

On the Alarm Templates page, you can create, view, modify, delete, import, or
export custom templates.
● Viewing the template content: To view details of an alarm template, click the

drop-down arrow in the row where the alarm template is located.
● Searching for an alarm template: You can use the search function in the upper

right corner of the page to search for an alarm template by template name or
resource type.

5.7.2 Creating a Custom Template
1. Log in to the management console.
2. In the upper left corner, select a region and project.
3. Click Service List in the upper left corner and select Cloud Eye.
4. Choose Alarm Management > Alarm Templates.
5. Click Create Custom Template.
6. On the Create Custom Template page, configure parameters by referring to

Table 5-7.

Figure 5-5 Create Custom Template
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Table 5-7 Parameters

Parameter Description

Name Specifies the alarm rule name. The system generates
a random name, which you can modify.
Example value: alarmTemplate-c6ft

Description (Optional) Provides supplementary information
about the custom template.

Alarm Type You can select Metric or Event.

Method You can select Using existing template or
Configure manually.
● Using existing template: Select an existing

template for Template. The alarm rules in the
template are automatically added.

● Configure manually: You can customize alarm
policies as required.

Add Resource Type Specifies the type of the resource the alarm rule is
created for.
Example value: Elastic Cloud Server
NOTE

A maximum of 50 resource types can be added for each
service.

 
7. Click Create.

5.7.3 Modifying a Custom Template
1. Log in to the management console.
2. In the upper left corner, select a region and project.
3. Click Service List in the upper left corner and select Cloud Eye.
4. Choose Alarm Management > Alarm Templates.
5. Click Custom Templates.
6. Locate the row containing the alarm template to be modified, and click

Modify in the Operation column.
7. On the Modify Custom Template page, modify the configured parameters by

referring to Table 5-7.
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Figure 5-6 Modify Custom Template

8. Click Modify.

5.7.4 Deleting a Custom Template

CA UTION

Deleted custom templates cannot be restored. Exercise caution when performing
this operation.

1. Log in to the management console.
2. In the upper left corner, select a region and project.
3. Click Service List in the upper left corner and select Cloud Eye.
4. Choose Alarm Management > Alarm Templates.
5. Click Custom Templates.

Figure 5-7 Delete Custom Template
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6 Server Monitoring

6.1 Introduction to Server Monitoring
Server monitoring includes basic monitoring, process monitoring, and OS
monitoring for servers.

● Basic monitoring covers metrics automatically reported by ECSs. The data is
collected every 5 minutes. For details, see Services Interconnected with
Cloud Eye.

● OS monitoring provides proactive and fine-grained OS monitoring for ECSs or
BMSs, and it requires the Agent to be installed on all servers that will be
monitored. The data is collected every minute. OS monitoring supports
metrics such as CPU usage and memory usage (Linux). For details, see
Services Interconnected with Cloud Eye.

● Process monitoring provides monitoring of active processes on hosts. By
default, Cloud Eye collects CPU usage, memory usage, and number of opened
files of active processes.

NO TE

● Windows and Linux OSs are supported. For details, see What OSs Does the Agent
Support?

● For the ECS specifications, use 2 vCPUs and 4 GB memory for a Linux ECS and 4 vCPUs
and 8 GB memory or higher specifications for a Windows ECS.

● The Agent will use the system ports. For details, see descriptions of ClientPort and
PortNum in (Optional) Manually Configuring the Agent (Linux). If the Agent port
conflicts with a service port, see What Should I Do If the Service Port Is Used by the
Agent?

● To install the Agent in a Linux server, you must have the root permissions. For a
Windows server, you must have the administrator permissions.

Scenarios

Whether you are using ECSs or BMSs, you can use server monitoring to track
various OS metrics, monitor server resource usage, and query monitoring data
when faults occur.
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Constraints

Server monitoring is available only for servers using public images provided by a
cloud service platform. If any problem occurs when you use a private image, Cloud
Eye will not provide technical support.

Monitoring Capabilities

Server monitoring provides multiple metrics, such as metrics for CPU, memory,
disk, and network usage, meeting the basic monitoring and O&M requirements for
servers. For details about metrics, see Services Interconnected with Cloud Eye.

Resource Usage

The Agent uses considerably less resources. When the Agent is installed on a
server, it uses less than 5% of the CPU and less than 100 MB of memory.

6.2 Agent Installation and Configuration
Based on the OS you are going to use, server quantity, and personal habits, install
the Agent by choosing one or more of the following scenarios:

Scenario Supported
Service

Reference

Installing the Agent on
a Linux server

ECS and BMS Installing and Configuring the
Agent on a Linux ECS or BMS

Installing the Agent on
a Windows server

ECS Installing and Configuring the
Agent on a Windows ECS

Installing the Agent in
batches on Linux
servers

ECS Installing the Agents in Batches
on Linux ECSs

 

Agent installation and configuration description:

● To successfully install the Agent, ensure that both DNS and security group
rules are correctly configured.

● After you install the Agent, you can click Restore Agent Configurations on
the Cloud Eye console to complete the agency and Agent configuration.

● If the Agent fails to be configured by clicking Restore Agent Configurations
or due to other reasons, manually configure it.

● For details about the OSs that support the Agent, see What OSs Does the
Agent Support?

● It is recommended that you use an ECS or BMS with the Agent installed to
create a private image, use the private image to create another ECS or BMS,
and then configure the Agent for the new ECS or BMS by following the steps
in Restoring the Agent Configurations on a Linux Server.
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NO TE

A private image created in one region cannot be used in another region. Otherwise, no
monitoring data will be generated for the ECSs created by using this private image.

If you install the Agent on an ECS created using a private image, and any problem
occurs during the Agent installation and usage, Cloud Eye does not provide technical
support.

6.3 Agent Features per Version
Metrics or functions supported by the Agent vary depending on the Agent version.
By default, the Agent is automatically upgraded, so that you can experience new
functions as earlier as possible. The following describes features of each Agent
version.

Version 2.4.1

The Agent can monitor more metrics.

Version 2.3.2

The Agent architecture and installation path are updated.

Version 1.2.3

The permission on the file generated after the Agent is installed is optimized.

Version 1.2.2

A 20-minute random hash is added when the Agent is started.

Version 1.1.9

Some metrics are optimized for better experience.

Version 1.1.2

The Agent performance is optimized. When the Agent does not report data,
manually rectify it by referring to What Should I Do If the Monitoring Period Is
Interrupted or the Agent Status Keeps Changing?

Version 1.0.14

CPU, CPU load, disk, and disk I/O metrics are added to OS Monitoring. For details,
see Services Interconnected with Cloud Eye.

6.4 Installing and Configuring the Agent on a Linux
ECS or BMS
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6.4.1 Modifying the DNS Server Address and Adding Security
Group Rules (Linux)

Scenarios
This topic describes how to add the DNS server address and security group rules to
a Linux ECS or BMS to ensure successful downloading of the Agent installation
package and successful monitoring data collection. This topic takes an ECS as an
example. The operations for BMSs are similar.

You can modify the DNS server address of an ECS via command lines or the
management console.

NO TE

DNS and security group configuration are intended for the primary NIC.

Modifying the DNS Server Address (Command Lines)
The following describes how to add the DNS server address to the resolv.conf file
using command lines.

To use the management console, see Modifying the DNS Server Address
(Management Console).

1. Log in to an ECS as user root.
2. Run the vi /etc/resolv.conf command to open the file.
3. Add the DNS server address, for example, nameserver 100.125.3.250 to the

file. Enter :wq and press Enter to save the change.

NO TE

DNS server address
ae-ad-1: 100.125.3.250 and 100.125.2.14

Modifying the DNS Server Address (Management Console)
The following describes how to modify the DNS server address of an ECS on the
management console. This topic takes an ECS as an example. The operations for
BMSs are similar.

1. In the upper left corner, select a region and project.
2. Click Service List in the upper left corner. Under Compute, select Elastic

Cloud Server.
On the ECS console, click the name of the ECS to view its details.

3. On the displayed Summary tab page, click the VPC name.
The Virtual Private Cloud page is displayed.
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Figure 6-1 VPC

4. Click the name of the VPC.

5. In the Networking Components area, click the number following Subnets.

The Subnets page is displayed.

6. In the subnet list, click the name of the subnet.

7. In the Gateway and DNS Information area, click  following DNS Server
Address.

NO TE

Set the DNS server address to the value of nameserver in 3.

8. Click OK.

NO TE

The new DNS server address takes effect after the ECS or BMS is restarted.

Modifying the ECS Security Group Rules (Management Console)

The following describes how to modify security group rules for an ECS on the
management console. The operations for BMSs are similar.

1. On the ECS details page, click the Security Groups tab.

The security group list is displayed.

2. Click the security group name.

3. Click Modify Security Group Rule.

The security group details page is displayed.
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NO TE

Procedure for BMS:

1. Click the security group ID on the upper left.

2. Click Manage Rule in the Operation column of the security group.

4. Click the Outbound Rules tab, and click Add Rule.

5. Add rules based on Table 6-1.

Table 6-1 Security group rules

Protocol Port Typ
e

Destination Description

TCP 80 IPv4 100.125.0.0/16 Used to download the Agent
installation package from an
OBS bucket to an ECS or
BMS and obtain the ECS or
BMS metadata and
authentication information.

TCP and
UDP

53 IPv4 100.125.0.0/16 Used by DNS to resolve
domain names, for example,
resolve the OBS domain
name when you are
downloading the Agent
installation package, and
resolve the Cloud Eye
endpoint when the Agent is
sending monitoring data to
Cloud Eye.

TCP 443 IPv4 100.125.0.0/16 Used to collect monitoring
data and send the data to
Cloud Eye.

 

6.4.2 Installing the Agent on a Linux Server

Scenarios

This topic describes how to manually install the Agent on a Linux ECS or BMS.

Prerequisites
● You have the read and write permissions for the installation directories in

Procedure. The Telescope process will not be stopped by other software after
the installation.

● You have performed operations described in Modifying the DNS Server
Address and Adding Security Group Rules (Linux).
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Procedure
1. Log in to the ECS or BMS as user root.
2. Run the following command to install the Agent:

ae-ad-1:
cd /usr/local && curl -k -O  https://uniagent-ae-ad-1.obs.ae-ad-1.g42cloud.com/package/
agent_install.sh  && bash agent_install.sh -r ae-ad-1 -u 0.1.4 -t 2.4.4.3 -d ces.ae-ad-1.g42cloud.com

The Agent is installed if the following command output is displayed.

Figure 6-2 Successful installation

3. Configure the Agent by referring to Restoring the Agent Configurations on
a Linux Server or (Optional) Manually Configuring the Agent (Linux).

NO TE

● Restoring Agent Configurations allows you to configure AK/SK, RegionID, and
ProjectId in just a few clicks. You can also modify related configuration files by
referring to (Optional) Manually Configuring the Agent (Linux).

● Agent configuration restoration cannot be performed on BMSs. For details about
how to modify the Agent configuration file on a BMS, see (Optional) Manually
Configuring the Agent (Linux).

4. Run the following command to clear the installation script:
if [[ -f /usr/local/uniagent/extension/install/telescope/bin/telescope ]];
then rm /usr/local/agent_install.sh; else rm /usr/local/agentInstall.sh; fi

6.4.3 Restoring the Agent Configurations on a Linux Server

Scenarios
This topic describes how to restore the Agent configurations on the Cloud Eye
console (recommended).
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NO TE

● The Restore Agent Configurations option is available for Agent 1.0.14 or later. If the
Agent version is earlier than 1.0.14, upgrade the Agent first and then restore the Agent
configurations or manually configure the Agent by following the instructions in
(Optional) Manually Configuring the Agent (Linux).

● The Restore Agent Configurations option is unavailable for BMSs. For details, see
(Optional) Manually Configuring the Agent (Linux).

● After you configure the Agent, its status is still displayed as Not installed because no
monitoring data is reported yet. Wait 3 to 5 minutes and refresh the page.

● If the Agent is in the Running state and Monitoring Status is enabled, the Agent has
been installed and has started to collect fine-grained metric data.

Restoring the Agent Configurations
1. Log in to the management console.
2. Click Service List in the upper left corner and select Cloud Eye. In the

navigation pane on the left, choose Server Monitoring.
3. On the Server Monitoring page, select a server that has the Agent installed.
4. Click Restore Agent Configurations.
5. In the displayed Restore Agent Configurations dialog box, click One-Click

Restore.
If the Agent status changes to Running, the Agent has been installed and has
started to collect fine-grained metric data.

Figure 6-3 Restore Agent Configurations

6.4.4 (Optional) Manually Configuring the Agent (Linux)

Scenarios
After you install the Agent, configure it by clicking Restore Agent Configurations
on the Cloud Eye console. If the Agent fails to be configured by clicking Restore
Agent Configurations or due to other reasons, manually configure it by following
the instructions provided in this topic.

This topic takes an ECS as an example. The operations for BMSs are similar.

Prerequisites
The Agent has been installed.

Procedure
1. Log in to an ECS as user root.
2. Run the following command to go to the Agent installation path bin:

cd /usr/local/telescope/bin
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3. Modify configuration file conf.json.

a. Run the following command to open conf.json:
vi conf.json

b. Modify the parameters in the file. For details, see Table 6-2.
ECS parameters

NO TICE

Storing plaintext AKs and SKs poses great security risks. You are advised
to delegate all ECS or BMS Agents in the region. For details, see How
Can I Create an Agency?

{
    "InstanceId":"XXXXXXXX-XXXX-XXXX-XXXX-XXXXXXXXXXXX",
    "ProjectId": "XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX",
    "AccessKey": "XXXXXXXXXXXXXXXXXXXX",
    "SecretKey": "XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX",
    "RegionId": "ae-ad-1",
    "ClientPort": 0,
    "PortNum": 200
}

BMS parameters
{
    "InstanceId":"XXXXXXXX-XXXX-XXXX-XXXX-XXXXXXXXXXXX",
    "ProjectId": "XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX",
    "AccessKey": "XXXXXXXXXXXXXXXXXXXX",
    "SecretKey": "XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX",
    "RegionId": "ae-ad-1",
    "ClientPort": 0,
    "PortNum": 200,
    "BmsFlag": true
}

Table 6-2 Public parameters

Paramete
r

Description

InstanceId (Optional) Specifies the ECS ID. You can log in to the
management console and view the ECS ID in the ECS list.
NOTE

If you do not configure InstanceId, retain "InstanceId":"".
If you configure it, ensure that the following two requirements are
met:
● The ECS ID must be unique at all sites, that is, in the same

region, InstanceId used by the Agent cannot be the same.
Otherwise, errors may occur.

● The InstanceId value must be consistent with the actual ECS
or BMS ID. Otherwise, you cannot see the OS monitoring data
on Cloud Eye.
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Paramete
r

Description

ProjectId (Optional) Specifies the project ID.
If you do not configure ProjectId, retain "ProjectId": "".
If you configure it, perform the following operations:
1. Log in to the Cloud Eye console, click the username in

the upper right corner, and choose My Credentials.
2. Under Projects, obtain the project ID for the region

where the ECS or BMS is located.

AccessKey
/
SecretKey

To obtain the AK and SK, perform the following
operations:
Log in to the Cloud Eye console, click the username in the
upper right corner, and choose My Credentials, and
choose Access Keys.
● If you have obtained the access key, obtain the

AccessKey value and the SecretKey value in the
credentials.csv file saved when you create Access Keys.

● If no access keys are available, click Create Access Key
to create one. Save the credentials.csv file and obtain
the AccessKey value and the SecretKey value in it.
NOTICE

● For the security purpose, use an IAM username with the
CES Administrator and LTS Administrator permissions.

● The configured access key must be within the Access Keys
list on the My Credentials page. Otherwise its
authentication will fail and you cannot view OS monitoring
data on Cloud Eye.

RegionId Specifies the region ID, for example, ae-abudhabi-1. For
details, see https://developer.huaweicloud.com/intl/
endpoint.

ClientPort Specifies the start port number used by the Agent.
NOTE

The default value is 0, indicating that the Agent will randomly use
any port. Ports 1 to 1023 are reserved. You are advised not to
specify a port in this range for the Agent.

PortNum Specifies the number of ports configured for the Agent.
NOTE

The default value is 200. If ClientPort is 5000, the port range will
be 5000 to 5199.

BmsFlag Set this parameter to true for a BMS. This parameter is
not required by an ECS.
You do not need to set this parameter for the Windows
OS.
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4. Modify configuration file conf_ces.json for the Cloud Eye metric collection
module.

a. Run the following command to open public configuration file
conf_ces.json:

vi conf_ces.json

b. Modify the endpoint in conf_ces.json, and save the conf_ces.json file. For
details, see Table 6-3.
{
  "Endpoint": "https://ces.ae-ad-1.myhuaweicloud.com"
}

Table 6-3 Parameter setting of the metric collection module

Parameter Description

Endpoint Specifies the Cloud Eye endpoint URL in the region the
ECS or BMS belongs to. For example, if the ECS or BMS
is located in ae-ad-1, Endpoint is ces.ae-
ad-1.myhuaweicloud.com.

 

NO TE

● After you configure the Agent, its status is still displayed as Uninstalled
because no monitoring data is reported yet. Wait 3 to 5 minutes and refresh
the page.

● If the Agent is in the Running state and Monitoring Status is enabled, the
Agent has been installed and has started to collect fine-grained metric data.

6.5 Installing and Configuring the Agent on a Windows
ECS

6.5.1 Modifying the DNS Server Address and Adding Security
Group Rules (Windows)

Scenarios

This topic describes how to add the DNS server address and security group rules to
a Windows ECS to ensure successful downloading of the Agent installation
package and successful monitoring data collection.

The DNS server address of an ECS can be modified in either of the following ways:
Windows GUI or management console. Choose a method based on your habits.

NO TE

DNS and security group configuration are intended for the primary NIC.
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Modifying the DNS Server Address (Windows GUI)

The following describes how to use the Windows GUI to add the DNS server
address.

1. Click Service List in the upper left corner. Under Compute, select Elastic
Cloud Server. Use VNC to log in to the Windows ECS.

2. Choose Control Panel > Network and Sharing Center, and click Change
adapter settings.

3. Right-click the used network, choose Settings from the shortcut menu, and
configure the DNS.

Figure 6-4 Adding the DNS server address (Windows)

NO TE

DNS server address

ae-ad-1: 100.125.3.250 and 100.125.2.14

Modifying the DNS Server Address (Management Console)

The following describes how to modify the DNS server address of an ECS on the
management console. This topic takes an ECS as an example. The operations for
BMSs are similar.

1. In the upper left corner, select a region and project.

2. Click Service List in the upper left corner. Under Compute, select Elastic
Cloud Server.

On the ECS console, click the name of the ECS to view its details.

3. On the displayed Summary tab page, click the VPC name.

The Virtual Private Cloud page is displayed.

Cloud Eye
User Guide 6 Server Monitoring

Issue 01 (2024-04-03) Copyright © Huawei Technologies Co., Ltd. 65



Figure 6-5 VPC

4. Click the name of the VPC.

5. In the Networking Components area, click the number following Subnets.

The Subnets page is displayed.

6. In the subnet list, click the name of the subnet.

7. In the Gateway and DNS Information area, click  following DNS Server
Address.

NO TE

Set the DNS server address to the value of nameserver in 3.

8. Click OK.

NO TE

The new DNS server address takes effect after the ECS or BMS is restarted.

Modifying the ECS Security Group Rules (Management Console)

The following describes how to modify security group rules for an ECS on the
management console. The operations for BMSs are similar.

1. On the ECS details page, click the Security Groups tab.

The security group list is displayed.

2. Click the security group name.

3. Click Modify Security Group Rule.

The security group details page is displayed.
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NO TE

Procedure for BMS:

1. Click the security group ID on the upper left.

2. Click Manage Rule in the Operation column of the security group.

4. Click the Outbound Rules tab, and click Add Rule.

5. Add rules based on Table 6-4.

Table 6-4 Security group rules

Protocol Port Typ
e

Destination Description

TCP 80 IPv4 100.125.0.0/16 Used to download the Agent
installation package from an
OBS bucket to an ECS or
BMS and obtain the ECS or
BMS metadata and
authentication information.

TCP and
UDP

53 IPv4 100.125.0.0/16 Used by DNS to resolve
domain names, for example,
resolve the OBS domain
name when you are
downloading the Agent
installation package, and
resolve the Cloud Eye
endpoint when the Agent is
sending monitoring data to
Cloud Eye.

TCP 443 IPv4 100.125.0.0/16 Used to collect monitoring
data and send the data to
Cloud Eye.

 

6.5.2 Installing and Configuring the Agent on a Windows
Server

Scenarios

This topic describes how to install the Agent on a Windows ECS.

Constraints

The Agent cannot be installed on Windows BMSs.

Windows and Linux OSs are supported. For details, see What OSs Does the Agent
Support?
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Prerequisites
● You have performed operations described in Modifying the DNS Server

Address and Adding Security Group Rules (Windows).

● Use an administrator account to install the Agent.

● Ensure that the Telescope process is not stopped by other processes after the
installation.

● You have obtained the Agent installation package (Windows).

Table 6-5 Installation package path

Name For
mat

Download Path

Installation
package for 64-
bit Windows

zip ae-ad-1: https://telescope-ae-ad-1.obs.ae-
ad-1.g42cloud.com/agent/
telescope_windows_amd64.zip

 

Procedure
1. Log in to the Windows ECS as an administrator.

2. Open a browser, and enter the address of the Agent installation package in
the address box to download and save the installation package.

3. Create a directory for storing the installation package (for example,
D:\Agent) and decompress the package to this directory.

4. Double-click the install.bat script to install and start the Agent.

If Install service success is displayed, the Agent is successfully installed and
started.

NO TE

After you configure the Agent, its status is still displayed as Uninstalled because no
monitoring data is reported yet. Wait 3 to 5 minutes and refresh the page.

5. On the Server Monitoring page, select the ECS and click Restore Agent
Configurations.

6. In the displayed Restore Agent Configurations dialog box, click One-Click
Restore.

The Agent configuration is completed.

If the Agent is in the Running state, the Agent has been installed and has
started to collect fine-grained metric data.

Figure 6-6 Restore Agent Configurations
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6.5.3 (Optional) Manually Configuring the Agent on a
Windows Server

Scenarios
After you install the Agent, configure it by clicking Restore Agent Configurations
on the Cloud Eye console. If the Agent fails to be configured by clicking Restore
Agent Configurations or due to other reasons, manually configure it by following
the instructions provided in this topic.

Constraints
The Agent cannot be installed on Windows BMSs.

Windows and Linux OSs are supported. For details, see What OSs Does the Agent
Support?

Prerequisites
The Agent has been installed.

Procedure
1. Log in to the ECS.
2. Open the conf.json file in the telescope_windows_amd64\bin directory.
3. Configure the following parameters. For details, see Table 6-6.

NO TICE

Storing plaintext AKs and SKs poses great security risks. You are advised to
delegate all ECS or BMS Agents in the region. For details, see How Can I
Create an Agency?

{
    "InstanceId":"",
    "ProjectId": "",
    "AccessKey": "",
    "SecretKey": "",
    "RegionId": "ae-abudhabi-1",
    "ClientPort": 0,
    "PortNum": 200
}
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Table 6-6 Public parameters

Parameter Description

InstanceId (Optional) Specifies the ECS ID. You can log in to the
management console and view the ECS ID in the ECS list.
NOTE

If you do not configure InstanceId, retain "InstanceId":"". If you
configure it, ensure that the following two requirements are met:
● The ECS ID must be unique at all sites, that is, in the same region,

InstanceId used by the Agent cannot be the same. Otherwise,
errors may occur.

● The InstanceId value must be consistent with the actual ECS or
BMS ID. Otherwise, you cannot see the OS monitoring data on
Cloud Eye.

ProjectId Specifies the project ID. You do not need to configure
ProjectId. Retain "ProjectId": "". If you wish to configure it,
perform the following operations:
1. Log in to the Cloud Eye console, click the username in the

upper right corner, and choose My Credentials.
2. Under Projects, obtain the project ID for the region where

the ECS or BMS is located.

AccessKey/
SecretKey

To obtain the AK and SK, perform the following operations:
Log in to the Cloud Eye console, click the username in the
upper right corner, and choose My Credentials, and choose
Access Keys.
● If you have obtained the access key, obtain the AccessKey

value and the SecretKey value in the credentials.csv file
saved when you create Access Keys.

● If no access keys are available, click Create Access Key to
create one. Save the credentials.csv file and obtain the
AccessKey value and the SecretKey value in it.
NOTICE

● For security purposes, it is recommended that the user be an
IAM user with the CES Administrator and LTS Administrator
permissions only. For details, see Creating a User Group and
Assigning Permissions and Creating an IAM User and Adding
It to a User Group.

● The configured access key must be within the Access Keys list
on the My Credentials page. Otherwise its authentication will
fail and you cannot view OS monitoring data on Cloud Eye.

RegionId Specifies the region ID, for example, ae-abudhabi-1. For
details, see https://developer.huaweicloud.com/intl/
endpoint.

ClientPort Specifies the start port number used by the Agent.
NOTE

The default value is 0, indicating that the Agent will randomly use any
port. Ports 1 to 1023 are reserved. You are advised not to specify a
port in this range for the Agent.
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Parameter Description

PortNum Specifies the number of ports configured for the Agent.
NOTE

The default value is 200. If ClientPort is 5000, the port range will be
5000 to 5199.

 
4. Wait for a few minutes.

If Agent Status is Running and Monitoring Status is enabled, the Agent has
been installed and starts to collect fine-grained metric data.

6.6 Installing the Agents in Batches on Linux ECSs

Scenarios

This topic describes how to install Agents in batches on Linux ECSs.

Operation

After binding an elastic IP address to an ECS, install and configure the Agent by
following instructions in Installing and Configuring the Agent on a Linux ECS or
BMS to ensure that data collection is normal. Use the ECS as a jump server and
run scripts in batches to copy, decompress, and install the Agent package and
configuration file to other ECSs.

NO TICE

● The ECSs where the Agent is to be installed in batches must belong to the
same VPC.

● Agents cannot be installed on Windows servers in batches.

Prerequisites
● The IP addresses and password of user root of all ECSs for which the Agent is

to be installed have been collected, sorted in the iplist.txt format, and
uploaded to the /usr/local directory on the first ECS.

NO TE

In the iplist.txt file, each line contains only one IP address in the "IP address,Password
of user root" format.

In the following example, abcd is the password.
192.168.1.1,abcd
192.168.1.2,abcd

Procedure
1. Use PuTTY to log in to the ECS on which the Agent has been installed as user

root.
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2. Run the following command to download and run the batch installation
script:
UAE-Abu Dhabi
cd /usr/local && wget https://telescope-ae-ad-1.obs.ae-ad-1.g42cloud.com/scripts/
agentBatchPackage.sh && chmod 755 agentBatchPackage.sh && ./agentBatchPackage.sh

3. Run the following command to run the script and enter the password (the
passwords of multiple ECSs are the same):
cd /usr/local && ./batchInstall.sh $password

NO TICE

● If multiple passwords are involved in the configured iplist.txt, enter the
preceding commands and passwords for multiple times. If the password of
an ECS is incorrect, the Agent installation on the ECS will fail.

● If the passwords of multiple ECSs are different, run the cd /usr/local && ./
batchInstall.sh command.

● Ensure that the ECSs are running during script execution.

4. After the installation is complete, log in to the Cloud Eye console and choose
Server Monitoring in the navigation pane on the left.
View the list of ECSs on which the Agent has been installed.

NO TE

After you configure the Agent, its status is still displayed as Uninstalled because no
monitoring data is reported yet. Wait 3 to 5 minutes and refresh the page.

5. On the Server Monitoring page, select all ECSs and click Restore Agent
Configurations.

6. On the page that is displayed, click One-Click Restore.
7. (Optional) If Pexpect is not required after the installation, run the following

commands to delete Pexpect and Ptyprocess from the Python installation
directory:
cd /usr/lib/python2.7/site-packages
rm pexpect-3.2-py2.7.egg-info -f
rm ptyprocess-0.5.2-py2.7.egg-info -f
rm pexpect -rf
rm ptyprocess -rf

6.7 Managing the Agent
This topic describes how to manage the Agent, including how to view, start, stop,
and uninstall the Agent.

6.7.1 Managing the Agent (Linux)
NO TE

To view, start, stop, update, and uninstall the Agent, you must log in as user root.
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Checking the Agent Status

Log in to an ECS or BMS as user root and run the following command to check
the Agent status:

service telescoped status

The following message indicates that the Agent is running properly:

"Active (running) or "Telescope process is running well."

Starting the Agent

/usr/local/telescope/telescoped start

Restarting the Agent

/usr/local/telescope/telescoped restart

Stopping the Agent

Log in to an ECS or BMS and run the following command to stop the Agent:

service telescoped stop

NO TE

If the Agent installation fails, it may be impossible to stop the Agent. In this case, run the
following command to stop the Agent:

/usr/local/telescope/telescoped stop

Uninstalling the Agent

Run the following command to uninstall the Agent:

/usr/local/telescope/uninstall.sh

NO TICE

You can manually uninstall the Agent. After the uninstallation, Cloud Eye does not
collect the ECS or BMS monitoring data every one minute. To use the Agent again,
reinstall it by referring to Installing and Configuring the Agent on a Linux ECS
or BMS. Before reinstalling the Agent, manually delete the previous Agent
installation package.

6.7.2 Managing the Agent (Windows)
The default installation path of the Agent is C:\Program Files\telescope.

Checking the Agent Status

In the task manager, check the status of the telescope process.
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Starting the Agent

In the directory where the Agent installation package is stored, double-click the
start.bat script.

Stopping the Agent

In the directory where the Agent installation package is stored, double-click the
shutdown.bat script.

Uninstalling the Agent

In the directory where the Agent installation package is stored, double-click the
uninstall.bat script.

NO TICE

Before reinstalling the Agent, manually delete the previous Agent installation
package.

6.8 Installing the Direct Connect Metric Collection
Plug-ins

The Direct Connect plug-ins detect the end-to-end network quality of connections,
and mainly monitor two metrics of remote subnets: network latency and packet
loss rate.

There are two types of Direct Connect plug-ins:

● dc-nqa-collector: monitors the connections created on the Direct Connect
console.

● history-dc-nqa-collector: monitors connections created through self-service.

NO TE

● Automated connections are requested by yourself on the console and are classified into
self-service connections and full-service connections. Each connection has at least a
virtual gateway and a virtual interface, and their routes are automatically advertised.
Connections in most regions are automated connections.

● Historical connections are requested by email or phone. They do not have virtual
gateways and virtual interfaces, and their routes must be manually configured.
Historical connections exist only in some regions.

Constraints

The plug-in supports only Linux.

Prerequisites
● You have installed the Cloud Eye Agent. For details, see Agent Installation

and Configuration.
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● The Agent has been restored. For details, see Restoring the Agent
Configurations on a Linux Server.

● You have obtained the password of user root for logging in to the ECS.

Using the One-Click Installation Script to Configure the Plug-ins

In some regions of cloud services, you can use the one-click installation script to
configure the plug-ins. Table 6-8 lists the supported regions.

1. Log in to an ECS as user root.
2. Run the following command to create the user.txt file in the usr/local/

directory and add user information, including the plug-in download link,
monitored resource ID, and remote IP address:
cd /usr/local/
vi user.txt
Figure 6-7 shows the format of the content in the user.txt file.

Figure 6-7 Example of format

Parameter descriptions are as follows.

a. Plug-in download link: To monitor the connections created on the Direct
Connect console, select the dc-nqa-collector plug-in. To monitor the
connections created through self-service, select the history-dc-nqa-
collector plug-in. For details about the download address of the
installation package in each region, see Table 6-7.

b. Information about monitored resources: One resource occupies one line,
and consists of a resource ID and a remote IP address. Use a comma (,)
to separate the resource ID and remote IP address. To add multiple
resources, add lines in the same format.

▪ Resource ID: The ID must contain 32 characters, including letters
and digits, for example, b95b9fdc-65de-44db-99b1-ed321b6c11d0
or b95b9fdc65de44db99b1ed321b6c11d0.
- If the dc-nqa-collector plug-in is used, the resource ID is the virtual
interface ID, which can be queried on the Virtual Interfaces page of
the Direct Connect console.
- If the history-dc-nqa-collector plug-in is used, the resource ID is the
ID of the connection created through self-service, which can be
queried on the Historical Connections page of the Direct Connect
console.

▪ Remote IP address: indicates the remote IP address that needs to be
pinged with the VPC. Generally, it is the remote gateway IP address.
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- If the dc-nqa-collector plug-in is used, enter the IP address of the
remote gateway, which can be obtained on the Virtual Gateways
page of the Direct Connect console.
- If the history-dc-nqa-collector plug-in is used, enter the host
address in the Remote Subnet column on the Historical
Connections page of the Direct Connect console.

NO TE

● Ensure that each monitored resource ID matches one remote IP address. You are
not allowed to enter multiple IP addresses nor CIDR blocks.

● After the Agent is installed, if you want to add more resources to be monitored,
edit the user.txt file by adding new IDs and IP addresses in sequence, and then
perform 4.

Table 6-7 Obtaining the plug-in installation package

Name Download Path

dc-nqa-collector
installation
package

ae-ad-1: https://uniagent-ae-ad-1.obs.ae-
ad-1.g42cloud.com/extension/dc/dc-nqa-collector

history-dc-nqa-
collector
installation
package

ae-ad-1: https://uniagent-ae-ad-1.obs.ae-
ad-1.g42cloud.com/extension/dc/history-dc-nqa-
collector

 
3. Download the one-click installation script to the /usr/local/ directory.

wget Download path of the region

Table 6-8 One-click installation script of the Direct Connect plug-ins

Region Download Path

ae-ad-1 https://uniagent-ae-ad-1.obs.ae-ad-1.g42cloud.com/
extension/dc/dc-installer.sh

 
4. Run the following command to run the plug-in script.

If the installation is successful, the information shown in Figure 6-8 is
displayed.
bash dc-installer.sh

Figure 6-8 Successful installation
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5. Wait for about 1 minute after installation and view the Direct Connect
monitoring data on the Cloud Eye console.

Click Service List, and select Cloud Eye. In the navigation pane on the left,
choose Cloud Service Monitoring > Direct Connect. You can click the name
of a monitored object to view the latency and packet loss rate.

Figure 6-9 Network latency and packet loss rate

6.9 Process Monitoring

6.9.1 Viewing Process Monitoring
Process monitoring is used to monitor active processes on a host. By default, the
Agent collects CPU usage, memory usage, and the number of opened files of the
active processes. If you have customized process monitoring, the number of
processes containing keywords is also monitored.

The Agent collects process CPU usages once every minute and displays the top 5
processes, ranked by the CPU usage over the last 24 hours.

NO TE

To view the process monitoring information, install the Agent.

Querying the System Processes

After the Agent is installed, you can check system processes on Cloud Eye.

To query the number of processes

1. Log in to the management console.

2. Click Service List in the upper left corner and select Cloud Eye.

3. In the navigation pane on the left, choose Server Monitoring and select a
cloud resource.

4. On the Server Monitoring page, locate the ECS and click View Metric to go
to the OS Monitoring page.

5. Select the Process Monitoring tab.

In the System Processes area, the process information is displayed. Table 6-9
describes the metrics of system processes.
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Table 6-9 System process metrics

Metri
c

Description Value
Rang
e

Collection Mode
(Linux)

Collection
Mode
(Windows)

Runni
ng
Proces
ses

Number of
processes that
are running

≥ 0 Monitored object:
ECS or BMS
You can obtain the
state of each
process by checking
the Status value in
the /proc/pid/
status file, and then
collect the total
number of processes
in each state.

Not supported

Idle
Proces
ses

Number of
processes that
are idle

≥ 0 Monitored object:
ECS or BMS
You can obtain the
state of each
process by checking
the Status value in
the /proc/pid/
status file, and then
collect the total
number of processes
in each state.

Not supported

Zombi
e
Proces
ses

Number of
zombie
processes

≥ 0 Monitored object:
ECS or BMS
You can obtain the
state of each
process by checking
the Status value in
the /proc/pid/
status file, and then
collect the total
number of processes
in each state.

Not supported

Blocke
d
Proces
ses

Number of
processes that
are blocked

≥ 0 Monitored object:
ECS or BMS
You can obtain the
state of each
process by checking
the Status value in
the /proc/pid/
status file, and then
collect the total
number of processes
in each state.

Not supported
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Metri
c

Description Value
Rang
e

Collection Mode
(Linux)

Collection
Mode
(Windows)

Sleepi
ng
Proces
ses

Number of
processes that
are sleeping

≥ 0 Monitored object:
ECS or BMS
You can obtain the
state of each
process by checking
the Status value in
the /proc/pid/
status file, and then
collect the total
number of processes
in each state.

Not supported

Total
Proces
ses

Total number of
processes

≥ 0 Monitored object:
ECS or BMS
You can obtain the
state of each
process by checking
the Status value in
the /proc/pid/
status file, and then
collect the total
number of processes
in each state.

Monitored
object: ECS or
BMS
Obtain the
total number of
processes by
using the
system process
status support
module
psapi.dll.

 

Viewing the Running Data of Top CPU Processes
● The Agent collects process CPU usages once every minute and displays the

top 5 processes, ranked by the CPU usage over the last 24 hours.
● Run the top command to query the CPU usage and memory usage of a

process.
● Run the lsof or ls /proc/pid/fd |wc -l command to query the number of files

opened by the current process. In the command, replace pid with the ID of the
process to be queried.

NO TE

● If a process occupies multiple CPUs, the CPU usage may exceed 100% because the
collection result is the total usage of multiple CPUs.

● The top 5 processes are not fixed. The process list displays the top 5 processes that
have entered the statistical period of 1 minute in the last 24 hours.

● The CPU usage, memory usage, and number of opened files are collected only for
the top 5 processes for which monitoring has been enabled in the last 24 hours. If
such a process has been stopped, its data will not be displayed.

● The time in the list indicates the time when the process is created.
● If the system time on the client browser is different from that on the monitored

ECS, the graph may have no metric data. In this case, synchronize the local time
with the ECS time.

To query information about top 5 processes with the highest CPU usages
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1. Log in to the management console.
2. Click Service List in the upper left corner and select Cloud Eye.
3. In the navigation pane on the left, choose Server Monitoring.
4. On the Server Monitoring page, locate the ECS and click View Metric to go

to the OS Monitoring page.
5. Select the Process Monitoring tab.

6. In the Monitored Processes area, click  in the upper right corner to view
Top 5 Processes with Highest CPU Usage.

7. In the displayed TOP 5 Processes with Highest CPU Usage window, enable
process monitoring for the processes, and click OK.
In the Monitored Processes area, the system selects processes in the
Running state by default and displays CPU usage curves of those processes in
1h. The displayed data is raw data.
You can also select the process to be displayed and view its CPU usage curve
in 1h.
You can click CPU Usage, Memory Usage, or Open Files above the graph to
view the curves of different metrics of the currently displayed process. Table
6-10 lists Process Monitoring metrics.

Figure 6-10 Process monitoring
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Table 6-10 Process Monitoring metrics

Metr
ic

Description Val
ue
Ran
ge

Collection Mode
(Linux)

Collection Mode
(Windows)

CPU
Usag
e

Specifies the
usage of CPU
consumed by a
process.
pHashId
(process name
and process ID)
is the value of
md5.

0–
100
%

Monitored object:
ECS or BMS
Check the metric
value changes in
file /proc/pid/stat.

Monitored object:
ECS or BMS
Call Windows API
GetProcessTimes
to obtain the CPU
usage of the
process.

Mem
ory
Usag
e

Specifies the
memory
consumed by a
process. pHashId
(process name
and process ID)
is the value of
md5.

0–
100
%

Monitored object:
ECS or BMS
Memory Usage =
RSS*PAGESIZE/
MemTotal
RSS: Obtain its value
by checking the
second column of
file /proc/pid/statm.
PAGESIZE: Obtain its
value by running the
getconf PAGESIZE
command.
MemTotal: Obtain
its value by checking
file /proc/meminfo.

Monitored object:
ECS or BMS
Invoke Windows
API
procGlobalMemor
yStatusEx to
obtain the total
memory size.
Invoke
GetProcessMemor
yInfo to obtain the
used memory size.
Use the used
memory size to
divide the total
memory size to
get the memory
usage.

Open
Files

Specifies the
number of
opened files
consumed by the
process.
pHashId
(process name
and process ID)
is the value of
md5.

≥ 0 Monitored object:
ECS or BMS
You can run the ls -
l /proc/pid/fd
command to view
the number.

Not supported

 

8. Hover your mouse over a graph. In the upper right corner, click  to
enlarge the graph for viewing detailed data.

In the upper left corner, you can see six default monitoring periods: 1h, 3h,
12h, 1d, 7d, and 30d. To view historical monitoring data for any period during
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the last six months, customize the monitoring period by setting Select Range
in the upper right corner.
In the upper left corner of the graph, you can click Settings to configure the
rollup method.

6.10 Viewing Server Monitoring Metrics

Scenarios

This topic describes how to view server monitoring metrics, including fine-grained
OS metrics collected by the Agent and basic ECS metrics.

For details, see Services Interconnected with Cloud Eye.

Prerequisites

You have installed the Agent. For details, see Installing and Configuring the
Agent on a Linux ECS or BMS and Installing and Configuring the Agent on a
Windows Server.

Procedure
1. Log in to the management console.
2. Click Service List in the upper left corner and select Cloud Eye.
3. In the navigation pane on the left, choose Server Monitoring and select a

cloud resource.
4. View ECS or BMS metrics.

NO TE

For services that support enterprise projects, the system displays, by default, the host
list of the enterprise projects on which you have permissions.

– To view OS monitoring metrics of an ECS, in the left navigation pane,
choose Server Monitoring > Elastic Cloud Server, locate the ECS, and
click View Metric in the Operation column.

Figure 6-11 OS monitoring
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– To view basic monitoring metrics of an ECS, in the left navigation pane,
choose Server Monitoring > Elastic Cloud Server, locate the ECS, and
click View Metric in the Operation column. Click the Basic Monitoring
tab.

Figure 6-12 Basic Monitoring

– To view OS monitoring metrics of a BMS, in the left navigation pane,
choose Server Monitoring > Bare Metal Server, locate the BMS, and
click View Metric in the Operation column.

– To view processing monitoring metrics, click the Process Monitoring tab.
5. View metrics.

In the upper part of the OS Monitoring page, different metric types, such as
CPU, memory, and disk metrics are displayed.
View metric graphs based on raw data from the last 1 hour, last 3 hours, last
12 hours, last 1 day, last 7 days, or last 30 days. Cloud Eye provides the Auto
Refresh function at 60-second intervals.

6. Hover your mouse over a graph. In the upper right corner, click  to
enlarge the graph for viewing detailed data.
In the upper left corner, you can see six default monitoring periods: 1h, 3h,
12h, 1d, 7d, and 30d. To view historical monitoring data for any period during
the last six months, customize the monitoring period by setting Select Range
in the upper right corner.
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Figure 6-13 (Agent) CPU Usage

7. In the upper left corner of the graph, locate Period and configure the rollup
method.
– If you select 1h, 3h, 12h, or 1d, raw data is displayed by default.
– If you select 7d or 30d, aggregated data is displayed by default.
– After clicking the zoom in icon in the upper right of an enlarged graph,

you can drag the mouse to customize a time range.

6.11 Creating an Alarm Rule to Monitor a Server

Scenarios

This topic describes how to create an alarm rule for an ECS or BMS.

Procedure
1. Log in to the management console.
2. In the upper left corner, select a region and project.
3. Click Service List in the upper left corner and select Cloud Eye.
4. In the navigation pane on the left, choose Server Monitoring.
5. Locate the ECS or BMS. In the Operation column, choose More > Create

Alarm Rule.
6. On the Create Alarm Rule page, follow the prompts to configure the

parameters.

a. Configure the alarm rule name, description, and associated enterprise
project.

Table 6-11 Parameter description

Parameter Description

Name Specifies the alarm rule name. The system generates a
random name, which you can modify.
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Parameter Description

Description (Optional) Provides supplementary information about
the alarm rule.

 
b. Select a monitored object and configure alarm content parameters.

Table 6-12 Parameter description

Parame
ter

Description Example
Value

Resourc
e Type

Specifies the type of the resource the alarm
rule is created for.

Elastic Cloud
Server

Dimensi
on

Specifies the metric dimension of the
selected resource type.

ECSs

Monitori
ng
Scope

Specifies the monitoring scope the alarm
rule applies to.

Specific
resources

Monitor
ed
Object

You do not need to set the monitored object
because it is the current ECS.

N/A

Method There are three options: Associate
template, Use existing template, and
Configure manually.
NOTE

After an associated template is modified, the
policies contained in this alarm rule to be created
will be modified accordingly.

Configure
manually

Templat
e

Specifies the template to be used.
You can select a default alarm template or
a custom template.

N/A
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Parame
ter

Description Example
Value

Alarm
Policy

Specifies the policy for triggering an alarm.
For example, an alarm is triggered if the
average CPU usage of the monitored object
is 80% or more for three consecutive 5-
minute periods. Cloud Eye triggers an alarm
every one hour again if the alarm persists.
For details about basic and OS monitoring
metrics, see Services Interconnected with
Cloud Eye.
NOTE

● That is, if the alarm is not cleared after it is
generated, an alarm notification is sent, once
every hour.

● A maximum of 50 alarm policies can be
added to an alarm rule. If any one of these
alarm policies is met, an alarm is triggered.

N/A

Mount
Point or
Disk

This parameter is mandatory when the
metric is a fine-grained disk metric.
For the Windows OS, enter a drive letter,
such as C, D, or E. For the Linux OS, enter a
mount point, such as /dev or /opt.

/dev

Alarm
Severity

Specifies the alarm severity, which can be
Critical, Major, Minor, or Informational.

Major

 
c. Configure the alarm notification.

Table 6-13 Parameter description

Parameter Description

Alarm
Notificatio
n

Specifies whether to notify users when alarms are
triggered. Notifications can be sent by email, SMS
message, or HTTP/HTTPS message.
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Parameter Description

Notificatio
n Object

Specifies the object to which alarm notifications will be
sent. You can select the account contact or a topic.
● The account contact is the tenant owner. If a user

registers both a mobile number and an email address,
they will receive alarm information through both
channels. However, if only one of these contact
methods is registered, the alarm information will be
sent exclusively to that registered one.

● A topic is a specific event type for publishing messages
or subscribing to notifications. If the required topic is
not available, create one first and add subscriptions to
it. For details, Creating a Topic and Adding
Subscriptions.

Validity
Period

Cloud Eye sends notifications only within the validity
period specified in the alarm rule.
If Validity Period is set to 08:00-20:00, Cloud Eye sends
notifications only from 08:00 to 20:00.

Trigger
Condition

Specifies the condition for triggering an alarm
notification. You can select Generated alarm (when an
alarm is generated), Cleared alarm (when an alarm is
cleared), or both.

 

d. Select an enterprise project.

Figure 6-14 Advanced Settings

Table 6-14 Name and Description

Parameter Description

Enterprise
Project

Specifies the enterprise project that the alarm rule
belongs to. Only users with the enterprise project
permissions can view and manage the alarm rule. For
details about how to create an enterprise project, see
Creating an Enterprise Project.

 

e. Click Create.

After the alarm rule is created, if the metric data reaches the specified threshold,
Cloud Eye immediately informs you that an exception has occurred.
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7 Custom Monitoring

The Custom Monitoring page displays all custom metrics reported by users. You
can use simple API requests to report collected monitoring data of those metrics
to Cloud Eye for processing and display.

Viewing Custom Monitoring
1. Log in to the management console.

2. Click Service List in the upper left corner and select Cloud Eye.

3. In the navigation pane on the left, choose Custom Monitoring.

4. On the Custom Monitoring page, view the data reported by yourself through
API requests, including custom services and metrics.

NO TE

Only after you add monitoring data through APIs, will those data be displayed on the
Cloud Eye console. For details about how to add monitoring data, see Adding
Monitoring Data.

5. Locate the row that contains the cloud resource to be viewed, and click View
Metric.

On the page displayed, you can view graphs based on raw data collected in
1h, 3h, 12h, 1d, and 7d. In the upper right corner of each graph, the
maximum and minimum values of the metric in the corresponding time
periods are dynamically displayed.

Creating an Alarm Rule
1. Log in to the management console.

2. Click Service List in the upper left corner and select Cloud Eye.

3. In the navigation pane on the left, choose Custom Monitoring.

4. On the Custom Monitoring page, locate the resource and click Create Alarm
Rule in the Operation column.

5. On the Create Alarm Rule page, follow the prompts to configure the
parameters. For details, see Table 5-2 and Table 5-4.

6. Click Create.
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8 Event Monitoring

8.1 Introduction to Event Monitoring
In event monitoring, you can query system events that are automatically reported
to Cloud Eye and custom events reported to Cloud Eye through the API. You can
create alarm rules for both system events and custom events. When specific
events occur, Cloud Eye generates alarms for you. Event monitoring does not
depend on the Agent.

Events are key operations on cloud service resources that are stored and
monitored by Cloud Eye. You can view events to see operations performed by
specific users on specific resources, such as deleting or rebooting an ECS.

Event monitoring is enabled by default. For details, see Events Supported by
Event Monitoring.

Event monitoring provides an API for reporting custom events, which helps you
collect and report abnormal events or important change events generated by
services to Cloud Eye.

For details about how to report custom events, see Reporting Events.

8.2 Viewing Event Monitoring Data

Scenarios

This topic describes how to view the event monitoring data.

Procedure
1. Log in to the management console.
2. Click Service List in the upper left corner and select Cloud Eye.
3. In the navigation pane on the left, choose Event Monitoring.

On the displayed Event Monitoring page, all system events generated in the
last 24 hours are displayed by default.
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You can view events in the last 1 hour, last 3 hours, last 12 hours, last 24
hours, last 7 days, or last 30 days. Alternatively, you can set a custom time
range by specifying the start time and end time to view events within that
period.

Figure 8-1 Event monitoring

4. Expand an event, and click View Event in the Operation column to view
details about a specific event.

Figure 8-2 Viewing event details

5. In the row containing the target event, click View Graph in the Operation
column. Then, you can view the monitoring data of last 24 hours.
You can view monitoring data of a specified event in the last 1 hour, last 3
hours, last 12 hours, last 24 hours, last 7 days, or last 30 days. Alternatively,
you can set a custom time range by specifying the start time and end time to
view monitoring data of a specified event within that period.

6. In the upper right corner of the event list, select an event type and enter an
event name to filter the desired event.
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7. To view events of a specific time period, click on the corresponding bar chart.

8.3 Creating an Alarm Rule to Monitor an Event

Scenarios

This topic describes how to create an alarm rule to monitor an event.

Procedure
1. Log in to the management console.
2. Click Service List in the upper left corner and select Cloud Eye.
3. In the navigation pane on the left, choose Event Monitoring.
4. On the event list page, click Create Alarm Rule in the upper right corner.

You can also click Create Alarm Rule in the Operation column of the target
event. When you create an alarm rule, related event parameters are preset.

5. On the Create Alarm Rule page, configure the parameters.

a. Set the alarm rule name and description.

Table 8-1 Parameters for configuring alarm rules

Parameter Description

Name Specifies the alarm rule name. The system generates a
random name, which you can modify.

Description (Optional) Provides supplementary information about
the alarm rule.

 
b. Select a monitored object and configure alarm content parameters.

Table 8-2 Parameters for configuring alarm content

Parameter Description

Resource
Type

Specifies the type of the resource the alarm rule is
created for.

Event Type Specifies the event type, which can be System event or
Custom event.

Event
Source

Specifies the service the event is generated for.
Example value: Elastic Cloud Server
For a custom event, set Event Source to the value of
event_source.

Monitoring
Scope

Specifies the monitoring scope for event monitoring.
Example value: All resources
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Parameter Description

Method Specifies the means you use to create the alarm rule.

Event
Name

Specifies the event name.
For events supported by event monitoring, see Events
Supported by Event Monitoring.
Example value: Delete ECS

Monitored
Object

Specifies the object to be monitored. This parameter is
mandatory if you set Monitoring Scope to Specific
resources.

Trigger
Mode

You can select immediate trigger or accumulative trigger
based on the operation severity.
Example value: Immediate trigger

Alarm
Policy

Specifies the policy for triggering an alarm.
For example, an alarm is triggered if the event occurred
for three consecutive periods of 5 minutes.
NOTE

This parameter is mandatory when Triggering Mode is set to
Accumulative Trigger.

Alarm
Severity

Specifies the alarm severity, which can be Critical, Major,
Minor, or Informational.
Example value: Major

Operation Select Delete to delete the alarm policy.

 
c. Configure the alarm notification.

Figure 8-3 Alarm notification

Table 8-3 Parameters for configuring alarm notifications

Paramet
er

Description

Alarm
Notificati
on

Specifies whether to notify users when alarms are
triggered. Notifications can be sent by email, SMS message,
or HTTP/HTTPS message.
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Paramet
er

Description

Notificati
on Object

Specifies the object to which alarm notifications will be
sent. You can select the account contact or a topic.
● The account contact is the tenant owner. If a user

registers both a mobile number and an email address,
they will receive alarm information through both
channels. However, if only one of these contact methods
is registered, the alarm information will be sent
exclusively to that registered one.

● A topic is a specific event type for publishing messages
or subscribing to notifications. If the required topic is
not available, create one first and add subscriptions to
it. For details, Creating a Topic and Adding
Subscriptions.

Validity
Period

Cloud Eye sends notifications only within the validity period
specified in the alarm rule.
If Validity Period is set to 08:00-20:00, Cloud Eye sends
notifications only from 08:00 to 20:00.

Trigger
Condition

Specifies the condition for triggering an alarm notification.

 
d. Select an enterprise project.

Figure 8-4 Advanced Settings

Table 8-4 Name and Description

Parameter Description

Enterprise
Project

Specifies the enterprise project that the alarm rule
belongs to. Only users with the enterprise project
permissions can view and manage the alarm rule. For
details about how to create an enterprise project, see
Creating an Enterprise Project.

 
e. Click Create.
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8.4 Events Supported by Event Monitoring

Table 8-5 Elastic Cloud Server (ECS)

Eve
nt
Sou
rce

Event Name Event
ID

Even
t
Seve
rity

Description Solution Impact

ECS Auto
recovery
timeout
(being
processed on
the backend)

faultAu
toReco
very

Majo
r

Migrating the
ECS to a
normal host
timed out.

Migrate
services to
other ECSs.

Services
are
interrupt
ed.

Restart
triggered due
to system
faults

startAu
toReco
very

Majo
r

ECSs on a
faulty host
would be
automatically
migrated to
another
properly-
running host.
During the
migration, the
ECSs was
restarted.

Wait for
the event
to end and
check
whether
services are
affected.

Services
may be
interrupt
ed.

Restart
completed
due to
system faults

endAut
oRecov
ery

Majo
r

The ECS was
recovered after
the automatic
migration.

This event
indicates
that the
ECS has
recovered
and been
working
properly.

None

GPU link
fault

GPULin
kFault

Critic
al

The GPU of
the host
running the
ECS was faulty
or was
recovering
from a fault.

Deploy
service
application
s in HA
mode.
After the
GPU fault
is rectified,
check
whether
services are
restored.

Services
are
interrupt
ed.
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Eve
nt
Sou
rce

Event Name Event
ID

Even
t
Seve
rity

Description Solution Impact

FPGA link
fault

FPGALi
nkFault

Critic
al

The FPGA of
the host
running the
ECS was faulty
or was
recovering
from a fault.

Deploy
service
application
s in HA
mode.
After the
FPGA fault
is rectified,
check
whether
services are
restored.

Services
are
interrupt
ed.

ECS deleted deleteS
erver

Majo
r

The ECS was
deleted
● on the

manageme
nt console.

● by calling
APIs.

Check
whether
the
deletion
was
performed
intentionall
y by a user.

Services
are
interrupt
ed.

ECS restarted reboot
Server

Mino
r

The ECS was
restarted
● on the

manageme
nt console.

● by calling
APIs.

Check
whether
the restart
was
performed
intentionall
y by a user.
● Deploy

service
applicati
ons in
HA
mode.

● After
the ECS
starts
up,
check
whether
services
recover.

Services
are
interrupt
ed.
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Eve
nt
Sou
rce

Event Name Event
ID

Even
t
Seve
rity

Description Solution Impact

ECS stopped stopSer
ver

Mino
r

The ECS was
stopped
● on the

manageme
nt console.

● by calling
APIs.

NOTE
The ECS is
stopped only
after CTS is
enabled. For
details, see
Cloud Trace
Service User
Guide.

● Check
whether
the
restart
was
perform
ed
intentio
nally by
a user.

● Deploy
service
applicati
ons in
HA
mode.

● After
the ECS
starts
up,
check
whether
services
recover.

Services
are
interrupt
ed.
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Eve
nt
Sou
rce

Event Name Event
ID

Even
t
Seve
rity

Description Solution Impact

NIC deleted delete
Nic

Majo
r

The ECS NIC
was deleted
● on the

manageme
nt console.

● by calling
APIs.

● Check
whether
the
deletion
was
perform
ed
intentio
nally by
a user.

● Deploy
service
applicati
ons in
HA
mode.

● After
the NIC
is
deleted,
check
whether
services
recover.

Services
may be
interrupt
ed.
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Eve
nt
Sou
rce

Event Name Event
ID

Even
t
Seve
rity

Description Solution Impact

ECS resized resizeS
erver

Mino
r

The ECS was
resized
● on the

manageme
nt console.

● by calling
APIs.

● Check
whether
the
operatio
n was
perform
ed by a
user.

● Deploy
service
applicati
ons in
HA
mode.

● After
the ECS
is
resized,
check
whether
services
have
recovere
d.

Services
are
interrupt
ed.

GuestOS
restarted

Restart
GuestO
S

Mino
r

The guest OS
was restarted.

Contact
O&M
personnel.

Services
may be
interrupt
ed.

ECS failure
due to
abnormal
host
processes

VMFaul
tsByHo
stProce
ssExcep
tions

Critic
al

The processes
of the host
accommodatin
g the ECS were
abnormal.

Contact
O&M
personnel.

The ECS
is faulty.

Startup
failure

faultPo
werOn

Majo
r

The ECS failed
to start.

Start the
ECS again.
If the
problem
persists,
contact
O&M
personnel.

The ECS
cannot
start.

Cloud Eye
User Guide 8 Event Monitoring

Issue 01 (2024-04-03) Copyright © Huawei Technologies Co., Ltd. 98



Eve
nt
Sou
rce

Event Name Event
ID

Even
t
Seve
rity

Description Solution Impact

Host
breakdown
risk

hostMa
yCrash

Majo
r

The host
where the ECS
resides may
break down,
and the risk
cannot be
prevented
through live
migration due
to some
reasons.

Migrate
services
running on
the ECS
first and
delete or
stop the
ECS. Start
the ECS
only after
the O&M
personnel
eliminate
the risk.

The host
may
break
down,
causing
service
interrupt
ion.

Live
migration
started

liveMig
rationS
tarted

Majo
r

The host
where the ECS
is located may
be faulty. Live
migrate the
ECS in advance
to prevent
service
interruptions
caused by host
breakdown.

Wait for
the event
to end and
check
whether
services are
affected.

Services
may be
interrupt
ed for
less than
1s.

Live
migration
completed

liveMig
rationC
omplet
ed

Majo
r

The live
migration is
complete, and
the ECS is
running
properly.

Check
whether
services are
running
properly.

None

Live
migration
failure

liveMig
rationF
ailed

Majo
r

An error
occurred
during the live
migration of
an ECS.

Check
whether
services are
running
properly.

There is
a low
probabili
ty that
services
are
interrupt
ed.

 

NO TE

Once a physical host running ECSs breaks down, the ECSs are automatically migrated to a
functional physical host. During the migration, the ECSs will be restarted.
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Table 8-6 Bare Metal Server (BMS)

Even
t
Sour
ce

Event Name Event
ID

Event
Severi
ty

Description Solution Impact

BMS BMS
restarted

osRebo
ot

Major The BMS was
restarted
● on the

manageme
nt console.

● by calling
APIs.

● Deploy
service
applicat
ions in
HA
mode.

● After
the
BMS is
restarte
d, check
whether
services
recover.

Service
s are
interru
pted.

BMS
unexpected
restart

serverR
eboot

Major The BMS
restarted
unexpectedly,
which may be
caused by
● OS faults.
● hardware

faults.

● Deploy
service
applicat
ions in
HA
mode.

● After
the
BMS is
restarte
d, check
whether
services
recover.

Service
s are
interru
pted.

BMS stopped osShutd
own

Major The BMS was
stopped
● on the

manageme
nt console.

● by calling
APIs.

● Deploy
service
applicat
ions in
HA
mode.

● After
the
BMS is
restarte
d, check
whether
services
recover.

Service
s are
interru
pted.
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Even
t
Sour
ce

Event Name Event
ID

Event
Severi
ty

Description Solution Impact

BMS
unexpected
shutdown

serverS
hutdow
n

Major The BMS was
stopped
unexpectedly
due to
● unexpected

power-off.
● hardware

faults.

● Deploy
service
applicat
ions in
HA
mode.

● After
the
BMS is
restarte
d, check
whether
services
recover.

Service
s are
interru
pted.

Network
disconnectio
n

linkDow
n

Major The BMS
network was
disconnected.
Possible
causes are as
follows:
● The BMS

was
stopped or
restarted
unexpected
ly.

● The switch
was faulty.

● The
gateway
was faulty.

● Deploy
service
applicat
ions in
HA
mode.

● After
the
BMS is
restarte
d, check
whether
services
recover.

Service
s are
interru
pted.
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Even
t
Sour
ce

Event Name Event
ID

Event
Severi
ty

Description Solution Impact

PCIe error pcieErro
r

Major The PCIe
device or
main board
on the BMS
was faulty
due to
● main

board
faults.

● PCIe device
faults.

● Deploy
service
applicat
ions in
HA
mode.

● After
the
BMS is
started,
check
whether
services
recover.

The
networ
k or
disk
read/
write
service
s are
affecte
d.

Disk fault diskErro
r

Major The hard disk
backplane or
the hard disk
on the BMS
was faulty
due to
● disk

backplane
faults.

● disk faults.

● Deploy
service
applicat
ions in
HA
mode.

● After
the
fault is
rectified
, check
whether
services
recover.

Data
read/
write
service
s are
affecte
d, or
the
BMS
cannot
be
started.

EVS error storage
Error

Major The BMS
failed to
connect to
EVS disks due
to
● SDI card

faults.
● Remote

storage
device
faults.

● Deploy
service
applicat
ions in
HA
mode.

● After
the
fault is
rectified
, check
whether
services
recover.

Data
read/
write
service
s are
affecte
d, or
the
BMS
cannot
be
started.
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Table 8-7 Elastic IP (EIP)

Even
t
Sour
ce

Event
Name

Event
ID

Even
t
Seve
rity

Description Solution Impac
t

EIP EIP
bandwid
th
exceede
d

EIPBand
widthO
verflow

Majo
r

The used
bandwidth
exceeded the
purchased one,
which may slow
down the
network or cause
packet loss. The
value of this
event is the
maximum value
in a monitoring
period, and the
value of the EIP
inbound and
outbound
bandwidth is the
value at a
specific time
point in the
period.
The metrics are
described as
follows:
egressDropBand
width: dropped
outbound
packets (bytes)
egressAcceptBa
ndwidth:
accepted
outbound
packets (bytes)
egressMaxBand
widthPerSec:
peak outbound
bandwidth
(byte/s)
ingressAcceptBa
ndwidth:
accepted
inbound packets
(bytes)
ingressMaxBand
widthPerSec:

Check whether
the EIP
bandwidth
keeps
increasing and
whether
services are
normal.
Increase
bandwidth if
necessary.

The
netwo
rk
beco
mes
slow
or
packe
ts are
lost.
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Even
t
Sour
ce

Event
Name

Event
ID

Even
t
Seve
rity

Description Solution Impac
t

peak inbound
bandwidth
(byte/s)
ingressDropBan
dwidth: dropped
inbound packets
(bytes)

EIP
released

deleteEi
p

Mino
r

The EIP was
released.

Check whether
the EIP was
release by
mistake.

The
server
that
has
the
EIP
bound
canno
t
access
the
Intern
et.

EIP
blocked

blockEI
P

Critic
al

The used
bandwidth of an
EIP exceeded 5
Gbit/s, the EIP
were blocked
and packets
were discarded.
Such an event
may be caused
by DDoS attacks.

Replace the
EIP to prevent
services from
being affected.
Locate and
deal with the
fault.

Servic
es are
impac
ted.

EIP
unblock
ed

unblock
EIP

Critic
al

The EIP was
unblocked.

Use the
previous EIP
again.

None

EIP
traffic
scrubbin
g started

ddosCle
anEIP

Majo
r

Traffic scrubbing
on the EIP was
started to
prevent DDoS
attacks.

Check whether
the EIP was
attacked.

Servic
es
may
be
interr
upted.
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Even
t
Sour
ce

Event
Name

Event
ID

Even
t
Seve
rity

Description Solution Impac
t

EIP
traffic
scrubbin
g ended

ddosEn
dCleanE
ip

Majo
r

Traffic scrubbing
on the EIP to
prevent DDoS
attacks was
ended.

Check whether
the EIP was
attacked.

Servic
es
may
be
interr
upted.
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Even
t
Sour
ce

Event
Name

Event
ID

Even
t
Seve
rity

Description Solution Impac
t

QoS
bandwid
th
exceede
d

EIPBand
widthRu
leOverfl
ow

Majo
r

The used QoS
bandwidth
exceeded the
allocated one,
which may slow
down the
network or cause
packet loss. The
value of this
event is the
maximum value
in a monitoring
period, and the
value of the EIP
inbound and
outbound
bandwidth is the
value at a
specific time
point in the
period.
egressDropBand
width: dropped
outbound
packets (bytes)
egressAcceptBa
ndwidth:
accepted
outbound
packets (bytes)
egressMaxBand
widthPerSec:
peak outbound
bandwidth
(byte/s)
ingressAcceptBa
ndwidth:
accepted
inbound packets
(bytes)
ingressMaxBand
widthPerSec:
peak inbound
bandwidth
(byte/s)

Check whether
the EIP
bandwidth
keeps
increasing and
whether
services are
normal.
Increase
bandwidth if
necessary.

The
netwo
rk
beco
mes
slow
or
packe
ts are
lost.
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Even
t
Sour
ce

Event
Name

Event
ID

Even
t
Seve
rity

Description Solution Impac
t

ingressDropBan
dwidth: dropped
inbound packets
(bytes)

 

Table 8-8 Elastic IP (EIP)

Event
Source

Event Name Event ID Event Severity

EIP EIP released deleteEip Minor

 

Table 8-9 Advanced Anti-DDoS (AAD)

Event
Source

Event
Name

Even
t ID

Event
Severi
ty

Description Solution Impact

AAD DDoS
Attack
Events

ddos
Attac
kEve
nts

Major A DDoS
attack
occurs in the
AAD
protected
lines.

Judge the
impact on
services
based on the
attack traffic
and attack
type. If the
attack traffic
exceeds your
purchased
elastic
bandwidth,
change to
another line
or increase
your
bandwidth.

Services
may be
interrupte
d.
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Event
Source

Event
Name

Even
t ID

Event
Severi
ty

Description Solution Impact

Domain
name
scheduli
ng
event

dom
ainN
ame
Disp
atch
Even
ts

Major The high-
defense
CNAME
correspondin
g to the
domain
name is
scheduled,
and the
domain
name is
resolved to
another
high-
defense IP
address.

Pay
attention to
the
workloads
involving the
domain
name.

Services
are not
affected.

Blackhol
e event

black
Hole
Even
ts

Major The attack
traffic
exceeds the
purchased
AAD
protection
threshold.

A blackhole
is canceled
after 30
minutes by
default. The
actual
blackhole
duration is
related to
the
blackhole
triggering
times and
peak attack
traffic on the
current day.
The
maximum
duration is
24 hours. If
you need to
permit
access
before a
blackhole
becomes
ineffective,
contact
technical
support.

Services
may be
interrupte
d.
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Event
Source

Event
Name

Even
t ID

Event
Severi
ty

Description Solution Impact

Cancel
Blackhol
e

canc
elBla
ckHo
le

Inform
ational

The
customer's
AAD
instance
recovers
from the
black hole
state.

This is only a
prompt and
no action is
required.

Customer
services
recover.

IP
address
scheduli
ng
triggere
d

ipDis
patc
hEve
nts

Major IP route
changed

Check the
workloads of
the IP
address.

Services
are not
affected.

 

Table 8-10 Cloud Backup and Recovery (CBR)

Event
Sourc
e

Event Name Event
ID

Event
Sever
ity

Descriptio
n

Solution Impact

CBR Failed to
create the
backup.

backupF
ailed

Critic
al

The
backup
failed to
be
created.

Manually
create a
backup or
contact
customer
service.

Data loss
may occur.

Failed to
restore the
resource
using a
backup.

restorati
onFailed

Critic
al

The
resource
failed to
be
restored
using a
backup.

Restore
the
resource
using
another
backup or
contact
customer
service.

Data loss
may occur.

Failed to
delete the
backup.

backup
DeleteF
ailed

Critic
al

The
backup
failed to
be
deleted.

Try again
later or
contact
customer
service.

Charging
may be
abnormal.
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Event
Sourc
e

Event Name Event
ID

Event
Sever
ity

Descriptio
n

Solution Impact

Failed to
delete the
vault.

vaultDel
eteFaile
d

Critic
al

The vault
failed to
be
deleted.

Try again
later or
contact
technical
support.

Charging
may be
abnormal.

Replication
failure

replicati
onFailed

Critic
al

The
backup
failed to
be
replicated.

Try again
later or
contact
technical
support.

Data loss
may occur.

The backup is
created
successfully.

backupS
ucceede
d

Major The
backup
was
created.

None None

Resource
restoration
using a
backup
succeeded.

restorati
onSucce
eded

Major The
resource
was
restored
using a
backup.

Check
whether
the data
is
successful
ly
restored.

None

The backup is
deleted
successfully.

backup
Deletion
Succeed
ed

Major The
backup
was
deleted.

None None

The vault is
deleted
successfully.

vaultDel
etionSuc
ceeded

Major The vault
was
deleted.

None None

Replication
success

replicati
onSucce
eded

Major The
backup
was
replicated
successfull
y.

None None
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Event
Sourc
e

Event Name Event
ID

Event
Sever
ity

Descriptio
n

Solution Impact

Client offline agentOff
line

Critic
al

The
backup
client was
offline.

Ensure
that the
Agent
status is
normal
and the
backup
client can
be
connecte
d to
cloud
service
platform.

Backup
tasks may
fail.

Client online agentO
nline

Major The
backup
client was
online.

None None

 

Table 8-11 Relational Database Service (RDS) — resource exception

Event
Sourc
e

Event
Name

Event
ID

Even
t
Seve
rity

Description Solution Impac
t

RDS DB
instance
creation
failure

createI
nstance
Failed

Majo
r

Generally, the
cause is that
the number of
disks is
insufficient due
to quota limits,
or underlying
resources are
exhausted.

Check the disk
quota.
Release
resources and
create DB
instances
again.

DB
instan
ces
canno
t be
create
d.

Cloud Eye
User Guide 8 Event Monitoring

Issue 01 (2024-04-03) Copyright © Huawei Technologies Co., Ltd. 111



Event
Sourc
e

Event
Name

Event
ID

Even
t
Seve
rity

Description Solution Impac
t

Full
backup
failure

fullBack
upFaile
d

Majo
r

A single full
backup failure
does not affect
the files that
have been
successfully
backed up, but
prolong the
incremental
backup time
during the
point-in-time
restore (PITR).

Create a
manual
backup again.

The
full
backu
p fails

Read
replica
promotion
failure

activeSt
andByS
witchFa
iled

Majo
r

The standby DB
instance does
not take over
workloads from
the primary DB
instance due to
network or
server failures.
The original
primary DB
instance
continues to
provide services
within a short
time.

Check
whether the
connection
between your
application
and the
database is
re-established.

None
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Event
Sourc
e

Event
Name

Event
ID

Even
t
Seve
rity

Description Solution Impac
t

Primary/
standby
switchove
r
failureRep
lication
status
abnormal

abnorm
alReplic
ationSt
atus

Majo
r

The possible
causes are as
follows:
The replication
delay between
the primary
instance and
the standby
instance or a
read replica is
too long, which
usually occurs
when a large
amount of data
is being written
to databases or
a large
transaction is
being
processed.
During peak
hours, data
may be
blocked.
The network
between the
primary
instance and
the standby
instance or a
read replica is
disconnected.

Submit a
service ticket.

Your
applic
ations
are
not
affect
ed
becau
se this
event
does
not
interr
upt
data
reads
and
writes
.

Replicatio
n status
recovered

replicati
onStatu
sRecove
red

Majo
r

The replication
delay between
the primary and
standby
instances is
within the
normal range,
or the network
connection
between them
has restored.

No action is
required.

None
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Event
Sourc
e

Event
Name

Event
ID

Even
t
Seve
rity

Description Solution Impac
t

DB
instance
faulty

faultyD
BInstan
ce

Majo
r

A single or
primary DB
instance was
faulty due to a
catastrophic
failure, for
example, server
failure.

Check
whether an
automated
backup policy
has been
configured for
the DB
instance and
submit a
service ticket.

The
datab
ase
servic
e may
be
unava
ilable.

DB
instance
recovered

DBInsta
nceRec
overed

Majo
r

RDS rebuilds
the standby DB
instance with
its high
availability.
After the
instance is
rebuilt, this
event will be
reported.

No action is
required.

None

Failure of
changing
single DB
instance
to
primary/
standby

singleT
oHaFail
ed

Majo
r

A fault occurs
when RDS is
creating the
standby DB
instance or
configuring
replication
between the
primary and
standby DB
instances. The
fault may occur
because
resources are
insufficient in
the data center
where the
standby DB
instance is
located.

Submit a
service ticket.

Your
applic
ations
are
not
affect
ed
becau
se this
event
does
not
interr
upt
data
reads
and
writes
.
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Event
Sourc
e

Event
Name

Event
ID

Even
t
Seve
rity

Description Solution Impac
t

Database
process
restarted

Databa
seProce
ssResta
rted

Majo
r

The database
process is
stopped due to
insufficient
memory or high
load.

Log in to the
Cloud Eye
console.
Check
whether the
memory
usage
increases
sharply, the
CPU usage is
too high for a
long time, or
the storage
space is
insufficient.
You can
increase the
CPU and
memory
specifications
or optimize
the service
logic.

When
the
proces
s exits
abnor
mally,
servic
es are
interr
upted.
The
RDS
servic
e
auto
matic
ally
starts
the
proces
s and
attem
pts to
restor
e
servic
es.
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Event
Sourc
e

Event
Name

Event
ID

Even
t
Seve
rity

Description Solution Impac
t

Instance
storage
full

instanc
eDiskFu
ll

Majo
r

Generally, the
cause is that
the data space
usage is too
high.

Scale up the
storage.

If the
storag
e
space
of a
DB
instan
ce is
full,
the
DB
instan
ce
beco
mes a
read
replic
a and
data
canno
t be
writte
n to
the
datab
ase.

Instance
storage
full
recovered

instanc
eDiskFu
llRecov
ered

Majo
r

The instance
disk is
recovered.

No action is
required.

The
instan
ce is
restor
ed
and
suppo
rts
both
read
and
write
opera
tions.
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Event
Sourc
e

Event
Name

Event
ID

Even
t
Seve
rity

Description Solution Impac
t

Kafka
connectio
n failed

kafkaC
onnecti
onFaile
d

Majo
r

The network is
unstable or the
Kafka server
does not work
properly.

Check your
network
connection
and Kafka
server status.

Audit
logs
canno
t be
sent
to the
Kafka
server.

 

Table 8-12 Relational Database Service (RDS) — operations

Event
Source

Event Name Event ID Event
Severity

Description

RDS Reset
administrator
password

resetPassword Major The password of
the database
administrator is
reset.

Operate DB
instance

instanceAction Major The storage
space is scaled
or the instance
class is changed.

Delete DB
instance

deleteInstance Minor The DB instance
is deleted.

Modify backup
policy

setBackupPolic
y

Minor The backup
policy is
modified.

Modify
parameter group

updateParamet
erGroup

Minor The parameter
group is
modified.

Delete
parameter group

deleteParamet
erGroup

Minor The parameter
group is deleted.

Reset parameter
group

resetParameter
Group

Minor The parameter
group is reset.

Change
database port

changeInstanc
ePort

Major The database
port is changed.

Primary/standby
switchover or
failover

PrimaryStandb
ySwitched

Major A switchover or
failover is
performed.
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Table 8-13 Document Database Service (DDS)

Even
t
Sour
ce

Event
Name

Event
ID

Event
Severi
ty

Description Solution Impact

DDS DB
instance
creation
failure

DDSCr
eateIn
stance
Failed

Major A DDS instance
fails to be
created due to
insufficient
disks, quotas,
and underlying
resources.

Check the
number
and
quota of
disks.
Release
resources
and
create
DDS
instances
again.

DDS
instances
cannot be
created.

Replicatio
n failed

DDSA
bnor
malRe
plicati
onStat
us

Major The possible
causes are as
follows:
The replication
delay between
the primary
instance and
the standby
instance or a
read replica is
too long, which
usually occurs
when a large
amount of
data is being
written to
databases or a
large
transaction is
being
processed.
During peak
hours, data
may be
blocked.
The network
between the
primary
instance and
the standby
instance or a
read replica is
disconnected.

Submit a
service
ticket.

Your
applications
are not
affected
because this
event does
not
interrupt
data read
and write.
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Even
t
Sour
ce

Event
Name

Event
ID

Event
Severi
ty

Description Solution Impact

Replicatio
n
recovered

DDSR
eplica
tionSt
atusR
ecover
ed

Major The replication
delay between
the primary
and standby
instances is
within the
normal range,
or the network
connection
between them
has restored.

No action
is
required.

None

DB
instance
failed

DDSF
aulty
DBInst
ance

Major This event is a
key alarm
event and is
reported when
an instance is
faulty due to a
disaster or a
server failure.

Submit a
service
ticket.

The
database
service may
be
unavailable.

DB
instance
recovered

DDSD
BInsta
nceRe
covere
d

Major If a disaster
occurs, NoSQL
provides an HA
tool to
automatically
or manually
rectify the
fault. After the
fault is
rectified, this
event is
reported.

No action
is
required.

None

Faulty
node

DDSF
aulty
DBNo
de

Major This event is a
key alarm
event and is
reported when
a database
node is faulty
due to a
disaster or a
server failure.

Check
whether
the
database
service is
available
and
submit a
service
ticket.

The
database
service may
be
unavailable.
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Even
t
Sour
ce

Event
Name

Event
ID

Event
Severi
ty

Description Solution Impact

Node
recovered

DDSD
BNod
eReco
vered

Major If a disaster
occurs, NoSQL
provides an HA
tool to
automatically
or manually
rectify the
fault. After the
fault is
rectified, this
event is
reported.

No action
is
required.

None

Primary/
standby
switchove
r or
failover

DDSPr
imary
Stand
bySwi
tched

Major A primary/
standby
switchover is
performed or a
failover is
triggered.

No action
is
required.

None

Insufficie
nt
storage
space

DDSRi
skyDa
taDisk
Usage

Major The storage
space is
insufficient.

Scale up
storage
space. For
details,
see
section
"Scaling
Up
Storage
Space" in
the
correspon
ding user
guide.

The instance
is set to
read-only
and data
cannot be
written to
the instance.

Data disk
expanded
and
being
writable

DDSD
ataDis
kUsag
eReco
vered

Major The capacity of
a data disk has
been expanded
and the data
disk becomes
writable.

No
further
action is
required.

No adverse
impact.
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Even
t
Sour
ce

Event
Name

Event
ID

Event
Severi
ty

Description Solution Impact

Schedule
for
deleting
a KMS
key

DDSpl
anDel
eteKm
sKey

Major A request to
schedule
deletion of a
KMS key was
submitted.

After the
KMS key
is
scheduled
to be
deleted,
either
decrypt
the data
encrypted
by KMS
key in a
timely
manner
or cancel
the key
deletion.

After the
KMS key is
deleted,
users cannot
encrypt
disks.

 

Table 8-14 GaussDB NoSQL

Event
Sourc
e

Event
Name

Event
ID

Eve
nt
Sev
erit
y

Description Solution Impa
ct

Gaus
sDB
NoSQ
L

DB
instance
creation
failed

NoSQL
CreateI
nstance
Failed

Maj
or

The instance
quota or
underlying
resources are
insufficient.

Release the
instances that
are no longer
used and try
to provision
them again,
or submit a
service ticket
to adjust the
quota.

DB
instan
ces
canno
t be
create
d.
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Event
Sourc
e

Event
Name

Event
ID

Eve
nt
Sev
erit
y

Description Solution Impa
ct

Specificati
ons
modificati
on failed

NoSQL
ResizeI
nstance
Failed

Maj
or

The underlying
resources are
insufficient.

Submit a
service ticket.
The O&M
personnel will
coordinate
resources in
the
background,
and then you
need to
change the
specifications
again.

Servic
es are
interr
upted.

Node
adding
failed

NoSQL
AddNo
desFail
ed

Maj
or

The underlying
resources are
insufficient.

Submit a
service ticket.
The O&M
personnel will
coordinate
resources in
the
background,
and then you
delete the
node that
failed to be
added and
add a new
node.

None

Node
deletion
failed

NoSQL
Delete
NodesF
ailed

Maj
or

The underlying
resources fail to
be released.

Delete the
node again.

None

Storage
space
scale-up
failed

NoSQL
ScaleU
pStorag
eFailed

Maj
or

The underlying
resources are
insufficient.

Submit a
service ticket.
The O&M
personnel will
coordinate
resources in
the
background
and then you
scale up the
storage space
again.

Servic
es
may
be
interr
upted.
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Event
Sourc
e

Event
Name

Event
ID

Eve
nt
Sev
erit
y

Description Solution Impa
ct

Password
reset
failed

NoSQL
ResetPa
ssword
Failed

Maj
or

Resetting the
password times
out.

Reset the
password
again.

None

Parameter
group
change
failed

NoSQL
UpdateI
nstance
Param
GroupF
ailed

Maj
or

Changing a
parameter group
times out.

Change the
parameter
group again.

None

Backup
policy
configurat
ion failed

NoSQL
SetBack
upPolic
yFailed

Maj
or

The database
connection is
abnormal.

Configure the
backup policy
again.

None

Manual
backup
creation
failed

NoSQL
Create
Manual
Backup
Failed

Maj
or

The backup files
fail to be
exported or
uploaded.

Submit a
service ticket
to the O&M
personnel.

Data
canno
t be
backe
d up.

Automate
d backup
creation
failed

NoSQL
CreateA
utomat
edBack
upFaile
d

Maj
or

The backup files
fail to be
exported or
uploaded.

Submit a
service ticket
to the O&M
personnel.

Data
canno
t be
backe
d up.

Faulty DB
instance

NoSQL
FaultyD
BInstan
ce

Maj
or

This event is a
key alarm event
and is reported
when an
instance is faulty
due to a disaster
or a server
failure.

Submit a
service ticket.

The
datab
ase
servic
e may
be
unava
ilable.
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Event
Sourc
e

Event
Name

Event
ID

Eve
nt
Sev
erit
y

Description Solution Impa
ct

DB
instance
recovered

NoSQL
DBInsta
nceRec
overed

Maj
or

If a disaster
occurs, NoSQL
provides an HA
tool to
automatically or
manually rectify
the fault. After
the fault is
rectified, this
event is
reported.

No action is
required.

None

Faulty
node

NoSQL
FaultyD
BNode

Maj
or

This event is a
key alarm event
and is reported
when a database
node is faulty
due to a disaster
or a server
failure.

Check
whether the
database
service is
available and
submit a
service ticket.

The
datab
ase
servic
e may
be
unava
ilable.

Node
recovered

NoSQL
DBNod
eRecov
ered

Maj
or

If a disaster
occurs, NoSQL
provides an HA
tool to
automatically or
manually rectify
the fault. After
the fault is
rectified, this
event is
reported.

No action is
required.

None

Primary/
standby
switchove
r or
failover

NoSQL
Primary
Standb
ySwitch
ed

Maj
or

This event is
reported when a
primary/standby
switchover is
performed or a
failover is
triggered.

No action is
required.

None
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Event
Sourc
e

Event
Name

Event
ID

Eve
nt
Sev
erit
y

Description Solution Impa
ct

HotKey
occurred

HotKey
Occurs

Maj
or

The primary key
is improperly
configured. As a
result, hotspot
data is
distributed in
one partition.
The improper
application
design causes
frequent read
and write
operations on a
key.

1. Choose a
proper
partition key.
2. Add service
cache. The
service
application
reads hotspot
data from the
cache first.

The
servic
e
reque
st
succes
s rate
is
affect
ed,
and
the
cluste
r
perfor
manc
e and
stabili
ty
also
be
affect
ed.

BigKey
occurred

BigKey
Occurs

Maj
or

The primary key
design is
improper. The
number of
records or data
in a single
partition is too
large, causing
unbalanced
node loads.

1. Choose a
proper
partition key.
2. Add a new
partition key
for hashing
data.

As the
data
in the
large
partiti
on
increa
ses,
the
cluste
r
stabili
ty
deteri
orates
.
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Event
Sourc
e

Event
Name

Event
ID

Eve
nt
Sev
erit
y

Description Solution Impa
ct

Insufficien
t storage
space

NoSQL
RiskyDa
taDiskU
sage

Maj
or

The storage
space is
insufficient.

Scale up
storage space.
For details,
see section
"Scaling Up
Storage
Space" in the
corresponding
user guide.

The
instan
ce is
set to
read-
only
and
data
canno
t be
writte
n to
the
instan
ce.

Data disk
expanded
and being
writable

NoSQL
DataDi
skUsag
eRecov
ered

Maj
or

The capacity of
a data disk has
been expanded
and the data
disk becomes
writable.

No operation
is required.

None

Index
creation
failed

NoSQL
CreateI
ndexFai
led

Maj
or

The service load
exceeds what
the instance
specifications
can take. In this
case, creating
indexes
consumes more
instance
resources. As a
result, the
response is slow
or even frame
freezing occurs,
and the creation
times out.

Select the
matched
instance
specifications
based on the
service load.
Create indexes
during off-
peak hours.
Create indexes
in the
background.
Select indexes
as required.

The
index
fails
to be
create
d or is
incom
plete.
As a
result,
the
index
is
invali
d.
Delet
e the
index
and
create
an
index.
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Event
Sourc
e

Event
Name

Event
ID

Eve
nt
Sev
erit
y

Description Solution Impa
ct

Write
speed
decreased

NoSQL
Stalling
Occurs

Maj
or

The write speed
is fast, which is
close to the
maximum write
capability
allowed by the
cluster scale and
instance
specifications. As
a result, the flow
control
mechanism of
the database is
triggered, and
requests may
fail.

1. Adjust the
cluster scale
or node
specifications
based on the
maximum
write rate of
services.
2. Measures
the maximum
write rate of
services.

The
succes
s rate
of
servic
e
reque
sts is
affect
ed.

Data
write
stopped

NoSQL
Stoppin
gOccur
s

Maj
or

The data write is
too fast,
reaching the
maximum write
capability
allowed by the
cluster scale and
instance
specifications. As
a result, the flow
control
mechanism of
the database is
triggered, and
requests may
fail.

1. Adjust the
cluster scale
or node
specifications
based on the
maximum
write rate of
services.
2. Measures
the maximum
write rate of
services.

The
succes
s rate
of
servic
e
reque
sts is
affect
ed.

Database
restart
failed

NoSQL
Restart
DBFaile
d

Maj
or

The instance
status is
abnormal.

Submit a
service ticket
to the O&M
personnel.

The
DB
instan
ce
status
may
be
abnor
mal.

Cloud Eye
User Guide 8 Event Monitoring

Issue 01 (2024-04-03) Copyright © Huawei Technologies Co., Ltd. 127



Event
Sourc
e

Event
Name

Event
ID

Eve
nt
Sev
erit
y

Description Solution Impa
ct

Restoratio
n to new
DB
instance
failed

NoSQL
Restore
ToNewI
nstance
Failed

Maj
or

The underlying
resources are
insufficient.

Submit a
service order
to ask the
O&M
personnel to
coordinate
resources in
the
background
and add new
nodes.

Data
canno
t be
restor
ed to
a new
DB
instan
ce.

Restoratio
n to
existing
DB
instance
failed

NoSQL
Restore
ToExistI
nstance
Failed

Maj
or

The backup file
fails to be
downloaded or
restored.

Submit a
service ticket
to the O&M
personnel.

The
curren
t DB
instan
ce
may
be
unava
ilable.

Backup
file
deletion
failed

NoSQL
DeleteB
ackupF
ailed

Maj
or

The backup files
fail to be deleted
from OBS.

Delete the
backup files
again.

None

Failed to
enable
Show
Original
Log

NoSQL
SwitchS
lowlog
PlainTe
xtFailed

Maj
or

The DB engine
does not support
this function.

Refer to the
GaussDB
NoSQL User
Guide to
ensure that
the DB engine
supports
Show Original
Log. Submit a
service ticket
to the O&M
personnel.

None
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Event
Sourc
e

Event
Name

Event
ID

Eve
nt
Sev
erit
y

Description Solution Impa
ct

EIP
binding
failed

NoSQL
BindEip
Failed

Maj
or

The node status
is abnormal, an
EIP has been
bound to the
node, or the EIP
to be bound is
invalid.

Check
whether the
node is
normal and
whether the
EIP is valid.

The
DB
instan
ce
canno
t be
access
ed
from
the
Intern
et.

EIP
unbinding
failed

NoSQL
Unbind
EipFaile
d

Maj
or

The node status
is abnormal or
the EIP has been
unbound from
the node.

Check
whether the
node and EIP
status are
normal.

None

Parameter
modificati
on failed

NoSQL
Modify
Parame
terFaile
d

Maj
or

The parameter
value is invalid.

Check
whether the
parameter
value is within
the valid
range and
submit a
service ticket
to the O&M
personnel.

None

Parameter
group
applicatio
n failed

NoSQL
ApplyP
aramet
erGrou
pFailed

Maj
or

The instance
status is
abnormal. As a
result, the
parameter group
cannot be
applied.

Submit a
service ticket
to the O&M
personnel.

None

Failed to
enable or
disable
SSL

NoSQL
SwitchS
SLFaile
d

Maj
or

Enabling or
disabling SSL
times out.

Try again or
submit a
service ticket.
Do not
change the
connection
mode.

The
conne
ction
mode
canno
t be
chang
ed.
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Event
Sourc
e

Event
Name

Event
ID

Eve
nt
Sev
erit
y

Description Solution Impa
ct

Row size
too large

LargeR
owOcc
urs

Maj
or

If there is too
much data in a
single row,
queries may
time out,
causing faults
like OOM error.

1. Control the
length of each
column and
row so that
the sum of
key and value
lengths in
each row does
not exceed
the preset
threshold.
2. Check
whether there
are invalid
writes or
encoding
resulting in
large keys or
values.

If
there
are
rows
that
are
too
large,
the
cluste
r
perfor
manc
e will
deteri
orate
as the
data
volum
e
grows
.

Schedule
for
deleting a
KMS key

NoSQL
planDel
eteKms
Key

Maj
or

A request to
schedule
deletion of a
KMS key was
submitted.

After the KMS
key is
scheduled to
be deleted,
either decrypt
the data
encrypted by
KMS key in a
timely
manner or
cancel the key
deletion.

After
the
KMS
key is
delete
d,
users
canno
t
encry
pt
disks.

Too many
query
tombston
es

TooMa
nyQuer
yTombs
tones

Maj
or

If there are too
many query
tombstones,
queries may
time out,
affecting query
performance.

Select right
query and
deleting
methods and
avoid long
range queries.

Queri
es
may
time
out,
affecti
ng
query
perfor
manc
e.
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Event
Sourc
e

Event
Name

Event
ID

Eve
nt
Sev
erit
y

Description Solution Impa
ct

Too large
collection
column

TooLar
geColle
ctionCo
lumn

Maj
or

If there are too
many elements
in a collection
column, queries
to the column
will fail.

1. Limit
elements
in a
collection
column.

2. Check for
abnormal
writes or
coding at
the service
side.

Queri
es to
the
collec
tion
colum
n will
fail.

 

Table 8-15 GaussDB(for MySQL)

Event
Sourc
e

Event
Name

Event
ID

Even
t
Seve
rity

Description Solution Impa
ct

Gaus
sDB(f
or
MyS
QL)

Incremen
tal
backup
failure

TaurusIn
crement
alBacku
pInstanc
eFailed

Maj
or

The network
between the
instance and the
management
plane (or the
OBS) is
disconnected, or
the backup
environment
created for the
instance is
abnormal.

Submit a
service ticket.

Backu
p jobs
fail.

Read
replica
creation
failure

addRead
onlyNod
esFailed

Maj
or

The quota is
insufficient or
underlying
resources are
exhausted.

Check the
read replica
quota.
Release
resources and
create read
replicas again.

Read
replic
as fail
to be
create
d.
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Event
Sourc
e

Event
Name

Event
ID

Even
t
Seve
rity

Description Solution Impa
ct

DB
instance
creation
failure

createIn
stanceFa
iled

Maj
or

The instance
quota or
underlying
resources are
insufficient.

Check the
instance
quota.
Release
resources and
create
instances
again.

DB
instan
ces
fail to
be
create
d.

Read
replica
promotio
n failure

activeSt
andByS
witchFai
led

Maj
or

The read replica
fails to be
promoted to the
primary node
due to network
or server
failures. The
original primary
node takes over
services quickly.

Submit a
service ticket.

The
read
replic
a fails
to be
prom
oted
to the
prima
ry
node.

Instance
specificat
ions
change
failure

flavorAlt
erationF
ailed

Maj
or

The quota is
insufficient or
underlying
resources are
exhausted.

Submit a
service ticket.

Instan
ce
specifi
cation
s fail
to be
chang
ed.

Faulty
DB
instance

TaurusIn
stanceR
unningS
tatusAb
normal

Maj
or

The instance
process is faulty
or the
communications
between the
instance and the
DFV storage are
abnormal.

Submit a
service ticket.

Servic
es
may
be
affect
ed.

DB
instance
recovere
d

TaurusIn
stanceR
unningS
tatusRec
overed

Maj
or

The instance is
recovered.

Observe the
service
running
status.

None
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Event
Sourc
e

Event
Name

Event
ID

Even
t
Seve
rity

Description Solution Impa
ct

Faulty
node

TaurusN
odeRun
ningStat
usAbnor
mal

Maj
or

The node
process is faulty
or the
communications
between the
node and the
DFV storage are
abnormal.

Observe the
instance and
service
running
statuses.

A
read
replic
a may
be
prom
oted
to the
prima
ry
node.

Node
recovere
d

TaurusN
odeRun
ningStat
usRecov
ered

Maj
or

The node is
recovered.

Observe the
service
running
status.

None

Read
replica
deletion
failure

TaurusD
eleteRea
dOnlyN
odeFaile
d

Maj
or

The
communications
between the
management
plane and the
read replica are
abnormal or the
VM fails to be
deleted from
IaaS.

Submit a
service ticket.

Read
replic
as fail
to be
delete
d.

Password
reset
failure

TaurusR
esetInst
ancePas
swordFa
iled

Maj
or

The
communications
between the
management
plane and the
instance are
abnormal or the
instance is
abnormal.

Check the
instance
status and try
again. If the
fault persists,
submit a
service ticket.

Passw
ords
fail to
be
reset
for
instan
ces.

DB
instance
reboot
failure

TaurusR
estartIns
tanceFai
led

Maj
or

The network
between the
management
plane and the
instance is
abnormal or the
instance is
abnormal.

Check the
instance
status and try
again. If the
fault persists,
submit a
service ticket.

Instan
ces
fail to
be
reboo
ted.
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Event
Sourc
e

Event
Name

Event
ID

Even
t
Seve
rity

Description Solution Impa
ct

Restorati
on to
new DB
instance
failure

TaurusR
estoreTo
NewInst
anceFail
ed

Maj
or

The instance
quota is
insufficient,
underlying
resources are
exhausted, or
the data
restoration logic
is incorrect.

If the new
instance fails
to be created,
check the
instance
quota, release
resources, and
try to restore
to a new
instance
again. In
other cases,
submit a
service ticket.

Backu
p
data
fails
to be
restor
ed to
new
instan
ces.

EIP
binding
failure

TaurusBi
ndEIPToI
nstance
Failed

Maj
or

The binding task
fails.

Submit a
service ticket.

EIPs
fail to
be
bound
to
instan
ces.

EIP
unbindin
g failure

TaurusU
nbindEIP
FromIns
tanceFai
led

Maj
or

The unbinding
task fails.

Submit a
service ticket.

EIPs
fail to
be
unbou
nd
from
instan
ces.

Paramet
er
modificat
ion
failure

TaurusU
pdateIns
tancePar
ameterF
ailed

Maj
or

The network
between the
management
plane and the
instance is
abnormal or the
instance is
abnormal.

Check the
instance
status and try
again. If the
fault persists,
submit a
service ticket.

Instan
ce
para
meter
s fail
to be
modifi
ed.

Cloud Eye
User Guide 8 Event Monitoring

Issue 01 (2024-04-03) Copyright © Huawei Technologies Co., Ltd. 134



Event
Sourc
e

Event
Name

Event
ID

Even
t
Seve
rity

Description Solution Impa
ct

Paramet
er
template
applicati
on
failure

TaurusA
pplyPara
meterGr
oupToIn
stanceFa
iled

Maj
or

The network
between the
management
plane and
instances is
abnormal or the
instances are
abnormal.

Check the
instance
status and try
again. If the
fault persists,
submit a
service ticket.

Param
eter
templ
ates
fail to
be
applie
d to
instan
ces.

Full
backup
failure

TaurusB
ackupIns
tanceFai
led

Maj
or

The network
between the
instance and the
management
plane (or the
OBS) is
disconnected, or
the backup
environment
created for the
instance is
abnormal.

Submit a
service ticket.

Backu
p jobs
fail.
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Event
Sourc
e

Event
Name

Event
ID

Even
t
Seve
rity

Description Solution Impa
ct

Primary/
standby
failover

TaurusA
ctiveSta
ndbySwi
tched

Maj
or

When the
network,
physical
machine, or
database of the
primary node is
faulty, the
system promotes
a read replica to
primary based
on the failover
priority to
ensure service
continuity.

1. Check
whether
the service
is running
properly.

2. Check
whether an
alarm is
generated,
indicating
that the
read
replica
failed to be
promoted
to primary.

Durin
g the
failov
er,
datab
ase
conne
ction
is
interr
upted
for a
short
period
of
time.
After
the
failov
er is
compl
ete,
you
can
recon
nect
to the
datab
ase.

Database
read-
only

NodeRe
adonlyM
ode

Maj
or

The database
supports only
query
operations.

Submit a
service ticket.

After
the
datab
ase
beco
mes
read-
only,
write
opera
tions
canno
t be
proces
sed.
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Event
Sourc
e

Event
Name

Event
ID

Even
t
Seve
rity

Description Solution Impa
ct

Database
read/
write

NodeRe
adWrite
Mode

Maj
or

The database
supports both
write and read
operations.

Submit a
service ticket.

None.

Instance
DR
switchov
er

Disaster
SwitchO
ver

Maj
or

If an instance is
faulty and
unavailable, a
switchover is
performed to
ensure that the
instance
continues to
provide services.

Contact
technical
support.

The
datab
ase
conne
ction
is
inter
mitte
ntly
interr
upted.
The
HA
servic
e
switch
es
workl
oads
from
the
prima
ry
node
to a
read
replic
a and
contin
ues to
provid
e
servic
es.
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Event
Sourc
e

Event
Name

Event
ID

Even
t
Seve
rity

Description Solution Impa
ct

Database
process
restarted

TaurusD
atabase
ProcessR
estarted

Maj
or

The database
process is
stopped due to
insufficient
memory or high
load.

Log in to the
Cloud Eye
console.
Check
whether the
memory
usage
increases
sharply or the
CPU usage is
too high for a
long time. You
can increase
the
specifications
or optimize
the service
logic.

When
the
datab
ase
proces
s is
suspe
nded,
workl
oads
on
the
node
are
interr
upted.
In this
case,
the
HA
servic
e
auto
matic
ally
restar
ts the
datab
ase
proces
s and
attem
pts to
recov
er the
workl
oads.

 

Cloud Eye
User Guide 8 Event Monitoring

Issue 01 (2024-04-03) Copyright © Huawei Technologies Co., Ltd. 138



Table 8-16 GaussDB

Event
Sourc
e

Event
Name

Event
ID

Eve
nt
Sev
erit
y

Description Solution Impact

Gaus
sDB

Process
status
alarm

Proces
sStatu
sAlar
m

Maj
or

Key processes
exit, including
CMS/CMA,
ETCD, GTM,
CN, and DN
processes.

Wait until
the process
is
automatical
ly recovered
or a
primary/
standby
failover is
automatical
ly
performed.
Check
whether
services are
recovered.
If no,
contact SRE
engineers.

If processes on
primary nodes
are faulty,
services are
interrupted and
then rolled
back. If
processes on
standby nodes
are faulty,
services are not
affected.

Compo
nent
status
alarm

Comp
onent
Status
Alarm

Maj
or

Key
components
do not
respond,
including
CMA, ETCD,
GTM, CN, and
DN
components.

Wait until
the process
is
automatical
ly recovered
or a
primary/
standby
failover is
automatical
ly
performed.
Check
whether
services are
recovered.
If no,
contact SRE
engineers.

If processes on
primary nodes
do not respond,
neither do the
services. If
processes on
standby nodes
are faulty,
services are not
affected.
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Event
Sourc
e

Event
Name

Event
ID

Eve
nt
Sev
erit
y

Description Solution Impact

Cluster
status
alarm

Cluste
rStatu
sAlar
m

Maj
or

The cluster
status is
abnormal. For
example, the
cluster is
read-only;
majority of
ETCDs are
faulty; or the
cluster
resources are
unevenly
distributed.

Contact SRE
engineers.

If the cluster
status is read-
only, only read
services are
processed.
If the majority
of ETCDs are
fault, the
cluster is
unavailable.
If resources are
unevenly
distributed, the
instance
performance
and reliability
deteriorate.

Hardw
are
resourc
e alarm

Hardw
areRes
ource
Alarm

Maj
or

A major
hardware
fault occurs in
the instance,
such as disk
damage or
GTM network
fault.

Contact SRE
engineers.

Some or all
services are
affected.

Status
transiti
on
alarm

StateT
ransiti
onAlar
m

Maj
or

The following
events occur
in the
instance: DN
build failure,
forcible DN
promotion,
primary/
standby DN
switchover/
failover, or
primary/
standby GTM
switchover/
failover.

Wait until
the fault is
automatical
ly rectified
and check
whether
services are
recovered.
If no,
contact SRE
engineers.

Some services
are interrupted.
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Event
Sourc
e

Event
Name

Event
ID

Eve
nt
Sev
erit
y

Description Solution Impact

Other
abnor
mal
alarm

Other
Abnor
malAl
arm

Maj
or

Disk usage
threshold
alarm

Focus on
service
changes
and scale
up storage
space as
needed.

If the used
storage space
exceeds the
threshold,
storage space
cannot be
scaled up.

Faulty
DB
instanc
e

Taurus
Instan
ceRun
ningSt
atusA
bnorm
al

Maj
or

This event is a
key alarm
event and is
reported
when an
instance is
faulty due to
a disaster or a
server failure.

Submit a
service
ticket.

The database
service may be
unavailable.

DB
instanc
e
recover
ed

Taurus
Instan
ceRun
ningSt
atusR
ecover
ed

Maj
or

GaussDB(ope
nGauss)
provides an
HA tool for
automated or
manual
rectification
of faults.
After the fault
is rectified,
this event is
reported.

No further
action is
required.

None

Faulty
DB
node

Taurus
Node
Runni
ngStat
usAbn
ormal

Maj
or

This event is a
key alarm
event and is
reported
when a
database
node is faulty
due to a
disaster or a
server failure.

Check
whether the
database
service is
available
and submit
a service
ticket.

The database
service may be
unavailable.
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Event
Sourc
e

Event
Name

Event
ID

Eve
nt
Sev
erit
y

Description Solution Impact

DB
node
recover
ed

Taurus
Node
Runni
ngStat
usRec
overe
d

Maj
or

GaussDB(ope
nGauss)
provides an
HA tool for
automated or
manual
rectification
of faults.
After the fault
is rectified,
this event is
reported.

No further
action is
required.

None

DB
instanc
e
creatio
n
failure

Gauss
DBV5
Create
Instan
ceFail
ed

Maj
or

Instances fail
to be created
because the
quota is
insufficient or
underlying
resources are
exhausted.

Release the
instances
that are no
longer used
and try to
provision
them again,
or submit a
service
ticket to
adjust the
quota.

DB instances
cannot be
created.

Node
adding
failure

Gauss
DBV5
Expan
dClust
erFaile
d

Maj
or

The
underlying
resources are
insufficient.

Submit a
service
ticket. The
O&M
personnel
will
coordinate
resources in
the
background
, and then
you delete
the node
that failed
to be added
and add a
new node.

None
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Event
Sourc
e

Event
Name

Event
ID

Eve
nt
Sev
erit
y

Description Solution Impact

Storage
scale-
up
failure

Gauss
DBV5
Enlarg
eVolu
meFail
ed

Maj
or

The
underlying
resources are
insufficient.

Submit a
service
ticket. The
O&M
personnel
will
coordinate
resources in
the
background
and then
you scale
up the
storage
space
again.

Services may be
interrupted.

Reboot
failure

Gauss
DBV5
Restar
tInsta
nceFai
led

Maj
or

The network
is abnormal.

Retry the
reboot
operation
or submit a
service
ticket to the
O&M
personnel.

The database
service may be
unavailable.

Full
backup
failure

Gauss
DBV5
FullBa
ckupF
ailed

Maj
or

The backup
files fail to be
exported or
uploaded.

Submit a
service
ticket to the
O&M
personnel.

Data cannot be
backed up.

Differe
ntial
backup
failure

Gauss
DBV5
Differ
ential
Backu
pFaile
d

Maj
or

The backup
files fail to be
exported or
uploaded.

Submit a
service
ticket to the
O&M
personnel.

Data cannot be
backed up.

Backup
deletio
n
failure

Gauss
DBV5
Delete
Backu
pFaile
d

Maj
or

This function
does not need
to be
implemented.

N/A N/A
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Event
Sourc
e

Event
Name

Event
ID

Eve
nt
Sev
erit
y

Description Solution Impact

EIP
binding
failure

Gauss
DBV5
BindEI
PFaile
d

Maj
or

The EIP is
bound to
another
resource.

Submit a
service
ticket to the
O&M
personnel.

The instance
cannot be
accessed from
the Internet.

EIP
unbindi
ng
failure

Gauss
DBV5
Unbin
dEIPF
ailed

Maj
or

The network
is faulty or
EIP is
abnormal.

Unbind the
IP address
again or
submit a
service
ticket to the
O&M
personnel.

IP addresses
may be
residual.

Parame
ter
templa
te
applica
tion
failure

Gauss
DBV5
Apply
Param
Failed

Maj
or

Modifying a
parameter
template
times out.

Modify the
parameter
template
again.

None

Parame
ter
modific
ation
failure

Gauss
DBV5
Updat
eInsta
ncePa
ramGr
oupFa
iled

Maj
or

Modifying a
parameter
template
times out.

Modify the
parameter
template
again.

None

Backup
and
restorat
ion
failure

Gauss
DBV5
Restor
eFrom
Bcaku
pFaile
d

Maj
or

The
underlying
resources are
insufficient or
backup files
fail to be
downloaded.

Submit a
service
ticket.

The database
service may be
unavailable
during the
restoration
failure.

Failed
to
upgrad
e the
hot
patch

Gauss
DBV5
Upgra
deHotf
ixFaile
d

Maj
or

Generally, this
fault is caused
by an error
reported
during kernel
upgrade.

View the
error
information
about the
workflow
and redo or
skip the job.

None
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Table 8-17 Distributed Database Middleware (DDM)

Even
t
Sour
ce

Event
Name

Event
ID

Event
Severit
y

Description Solution Impact

DDM Failed
to
create a
DDM
instance

create
DdmI
nstan
ceFail
ed

Major The
underlying
resources
are
insufficient.

Release
resources and
create the
instance again.

DDM
instances
cannot be
created.

Failed
to
change
class of
a DDM
instance

resize
Flavor
Failed

Major The
underlying
resources
are
insufficient.

Submit a
service ticket to
the O&M
personnel to
coordinate
resources and
try again.

Services
on some
nodes are
interrupte
d.

Failed
to scale
out a
DDM
instance

enlarg
eNod
eFaile
d

Major The
underlying
resources
are
insufficient.

Submit a
service ticket to
the O&M
personnel to
coordinate
resources,
delete the
node that fails
to be added,
and add a
node again.

The
instance
fails to be
scaled
out.

Failed
to scale
in a
DDM
instance

reduc
eNod
eFaile
d

Major The
underlying
resources
fail to be
released.

Submit a
service ticket to
the O&M
personnel to
release
resources.

The
instance
fails to be
scaled in.

Failed
to
restart a
DDM
instance

restar
tInsta
nceFa
iled

Major The DB
instances
associated
are
abnormal.

Check whether
DB instances
associated are
normal. If the
instances are
normal, submit
a service ticket
to the O&M
personnel.

Services
on some
nodes are
interrupte
d.
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Even
t
Sour
ce

Event
Name

Event
ID

Event
Severit
y

Description Solution Impact

Failed
to
create a
schema

create
Logic
DbFai
led

Major The possible
causes are
as follows:
● The

password
for the
DB
instance
account
is
incorrect.

● The
security
group of
the DDM
instance
and the
associate
d DB
instance
are
incorrectl
y
configure
d. As a
result,
the DDM
instance
cannot
communi
cate with
the
associate
d DB
instance.

Check whether
● The

username
and
password of
the DB
instance are
correct.

● The security
groups
associated
with the
DDM
instance and
underlying
database
instance are
correctly
configured.

Services
cannot
run
properly.

Failed
to bind
an EIP

bindEi
pFaile
d

Major The EIP is
abnormal.

Try again later.
In case of
emergency,
contact O&M
personnel to
rectify the
fault.

The DDM
instance
cannot be
accessed
from the
Internet.
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Even
t
Sour
ce

Event
Name

Event
ID

Event
Severit
y

Description Solution Impact

Failed
to scale
out a
schema

migra
teLogi
cDbFa
iled

Major The
underlying
resources
fail to be
processed.

Submit a
service ticket to
the O&M
personnel.

The
schema
cannot be
scaled
out.

Failed
to re-
scale
out a
schema

retry
Migra
teLogi
cDbFa
iled

Major The
underlying
resources
fail to be
processed.

Submit a
service ticket to
the O&M
personnel.

The
schema
cannot be
scaled
out.

 

Table 8-18 Cloud Phone

Even
t
Sour
ce

Event
Name

Eve
nt
ID

Event
Sever
ity

Description Solution Impact

CPH Server
shutdo
wn

cph
Ser
ver
OsS
hut
do
wn

Major The cloud
phone server
was stopped
● on the

management
console.

● by calling
APIs.

Deploy service
applications in
HA mode.
After the fault is
rectified, check
whether services
recover.

Services
are
interrup
ted.

Server
abnorm
al
shutdo
wn

cph
Ser
ver
Shu
tdo
wn

Major The cloud
phone server
was stopped
unexpectedly.
Possible causes
are as follows:
● The cloud

phone server
was powered
off
unexpectedly.

● The cloud
phone server
was stopped
due to
hardware
faults.

Deploy service
applications in
HA mode.
After the fault is
rectified, check
whether services
recover.

Services
are
interrup
ted.
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Even
t
Sour
ce

Event
Name

Eve
nt
ID

Event
Sever
ity

Description Solution Impact

Server
reboot

cph
Ser
ver
Os
Reb
oot

Major The cloud
phone server
was rebooted
● on the

management
console.

● by calling
APIs.

Deploy service
applications in
HA mode.
After the fault is
rectified, check
whether services
recover.

Services
are
interrup
ted.

Server
abnorm
al
reboot

cph
Ser
ver
Reb
oot

Major The cloud
phone server
was rebooted
unexpectedly
due to
● OS faults.
● hardware

faults.

Deploy service
applications in
HA mode.
After the fault is
rectified, check
whether services
recover.

Services
are
interrup
ted.

Networ
k
disconn
ection

cph
Ser
verl
ink
Do
wn

Major The network
where the cloud
phone server
was deployed
was
disconnected.
Possible causes
are as follows:
● The cloud

phone server
was stopped
unexpectedly
and
rebooted.

● The switch
was faulty.

● The gateway
node was
faulty.

Deploy service
applications in
HA mode.
After the fault is
rectified, check
whether services
recover.

Services
are
interrup
ted.

PCIe
error

cph
Ser
ver
Pcie
Err
or

Major The PCIe device
or main board
on the cloud
phone server
was faulty.

Deploy service
applications in
HA mode.
After the fault is
rectified, check
whether services
recover.

The
network
or disk
read/
write is
affected
.
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Even
t
Sour
ce

Event
Name

Eve
nt
ID

Event
Sever
ity

Description Solution Impact

Disk
error

cph
Ser
ver
Dis
kEr
ror

Major The disk on the
cloud phone
server was
faulty due to
● disk

backplane
faults.

● disk faults.

Deploy service
applications in
HA mode.
After the fault is
rectified, check
whether services
recover.

Data
read/
write
services
are
affected
, or the
BMS
cannot
be
started.

Storage
error

cph
Ser
ver
Sto
rag
eEr
ror

Major The cloud
phone server
could not
connect to EVS
disks. Possible
causes are as
follows:
● SDI card

faults
● Remote

storage
devices were
faulty.

Deploy service
applications in
HA mode.
After the fault is
rectified, check
whether services
recover.

Data
read/
write
services
are
affected
, or the
BMS
cannot
be
started.

GPU
offline

cph
Ser
ver
Gp
uOff
line

Major GPU of the
cloud phone
server was loose
and
disconnected.

Stop the cloud
phone server and
reboot it.

Faults
occur
on
cloud
phones
whose
GPUs
are
disconn
ected.
Cloud
phones
cannot
run
properly
even if
they are
restarte
d or
reconfig
ured.
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Even
t
Sour
ce

Event
Name

Eve
nt
ID

Event
Sever
ity

Description Solution Impact

GPU
timeout

cph
Ser
ver
Gp
uTi
me
Out

Major GPU of the
cloud phone
server timed
out.

Reboot the cloud
phone server.

Cloud
phones
whose
GPUs
timed
out
cannot
run
properly
and are
still
faulty
even if
they are
restarte
d or
reconfig
ured.

Disk
space
full

cph
Ser
ver
Dis
kFu
ll

Major Disk space of
the cloud phone
server was used
up.

Clear the
application data
in the cloud
phone to release
space.

Cloud
phone is
sub-
healthy,
prone to
failure,
and
unable
to start.

Disk
readonl
y

cph
Ser
ver
Dis
kRe
ad
Onl
y

Major The disk of the
cloud phone
server became
read-only.

Reboot the cloud
phone server.

Cloud
phone is
sub-
healthy,
prone to
failure,
and
unable
to start.
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Even
t
Sour
ce

Event
Name

Eve
nt
ID

Event
Sever
ity

Description Solution Impact

Cloud
phone
metada
ta
damage
d

cph
Pho
ne
Met
aD
ata
Da
ma
ge

Major Cloud phone
metadata was
damaged.

Contact O&M
personnel.

The
cloud
phone
cannot
run
properly
even if
it is
restarte
d or
reconfig
ured.

GPU
failed

gpu
Abn
or
mal

Critic
al

The GPU was
faulty.

Submit a service
ticket.

Services
are
interrup
ted.

GPU
recover
ed

gpu
Nor
mal

Infor
matio
nal

The GPU was
running
properly.

No further action
is required.

N/A

Kernel
crash

ker
nel
Cra
sh

Critic
al

The kernel log
indicated crash.

Submit a service
ticket.

Services
are
interrup
ted
during
the
crash.

Kernel
OOM

ker
nel
Oo
m

Major The kernel log
indicated out of
memory.

Submit a service
ticket.

Services
are
interrup
ted.

Hardwa
re
malfunc
tion

har
dw
are
Err
or

Critic
al

The kernel log
indicated
Hardware
Error.

Submit a service
ticket.

Services
are
interrup
ted.

PCIe
error

pcie
Aer

Critic
al

The kernel log
indicated PCIe
Bus Error.

Submit a service
ticket.

Services
are
interrup
ted.

SCSI
error

scsi
Err
or

Critic
al

The kernel log
indicated SCSI
Error.

Submit a service
ticket.

Services
are
interrup
ted.
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Even
t
Sour
ce

Event
Name

Eve
nt
ID

Event
Sever
ity

Description Solution Impact

Image
storage
became
read-
only

par
tRe
ad
Onl
y

Critic
al

The image
storage became
read-only.

Submit a service
ticket.

Services
are
interrup
ted.

Image
storage
superbl
ock
damage
d

bad
Sup
erBl
ock

Critic
al

The superblock
of the file
system of the
image storage
was damaged.

Submit a service
ticket.

Services
are
interrup
ted.

Image
storage
/.shared
path/
master
became
read-
only

isul
ad
Ma
ster
Rea
dO
nly

Critic
al

Mount
point /.sharedpa
th/master of
the image
storage became
read-only.

Submit a service
ticket.

Services
are
interrup
ted.

Cloud
phone
data
disk
became
read-
only

cph
Dis
kRe
ad
Onl
y

Critic
al

The cloud
phone data disk
became read-
only.

Submit a service
ticket.

Services
are
interrup
ted.

Cloud
phone
data
disk
superbl
ock
damage
d

cph
Dis
kBa
dSu
per
Blo
ck

Critic
al

The superblock
of the file
system of the
cloud phone
data disk was
damaged.

Submit a service
ticket.

Services
are
interrup
ted.
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Table 8-19 Layer 2 Connection Gateway (L2CG)

Ev
ent
So
urc
e

Event
Name

Eve
nt
ID

Eve
nt
Sev
erit
y

Description Solution Impact

L2
CG

IP
addresses
conflicted

IPC
onfl
ict

Maj
or

A cloud
server and
an on-
premises
server that
need to
communicat
e use the
same IP
address.

Check the ARP and
switch information
to locate the servers
that have the same
IP address and
change the IP
address.

The
communic
ations
between
the on-
premises
and cloud
servers
may be
abnormal.

 

Table 8-20 Elastic IP and bandwidth

Event
Source

Event Name Event ID Event Severity

Elastic IP
and
bandwidth

VPC deleted deleteVpc Major

VPC modified modifyVpc Minor

Subnet deleted deleteSubnet Minor

Subnet modified modifySubnet Minor

Bandwidth
modified

modifyBandwidth Minor

VPN deleted deleteVpn Major

VPN modified modifyVpn Minor

 

Table 8-21 Elastic Volume Service (EVS)

Event
Sourc
e

Event Name Event ID Even
t
Sever
ity

Description Soluti
on

Impact

EVS Update disk updateVolu
me

Mino
r

Update the
name and
description
of an EVS
disk.

No
further
action
is
require
d.

None

Cloud Eye
User Guide 8 Event Monitoring

Issue 01 (2024-04-03) Copyright © Huawei Technologies Co., Ltd. 153



Event
Sourc
e

Event Name Event ID Even
t
Sever
ity

Description Soluti
on

Impact

Expand disk extendVolu
me

Mino
r

Expand an
EVS disk.

No
further
action
is
require
d.

None

Delete disk deleteVolum
e

Majo
r

Delete an
EVS disk.

No
further
action
is
require
d.

Deleted
disks
cannot
be
recover
ed.

QoS upper
limit reached

reachQoS Majo
r

The I/O
latency
increases as
the QoS
upper limits
of the disk
are
frequently
reached and
flow control
triggered.

Chang
e the
disk
type
to one
with a
higher
specifi
cation.

The
current
disk
may fail
to meet
service
require
ments.

 

Table 8-22 Identity and Access Management (IAM)

Event
Source

Event Name Event ID Event Severity

IAM Login login Minor

Logout logout Minor

Password changed changePassword Major

User created createUser Minor

User deleted deleteUser Major

User updated updateUser Minor

User group created createUserGroup Minor

User group deleted deleteUserGroup Major

User group updated updateUserGrou
p

Minor
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Event
Source

Event Name Event ID Event Severity

Identity provider
created

createIdentityPr
ovider

Minor

Identity provider
deleted

deleteIdentityPr
ovider

Major

Identity provider
updated

updateIdentityPr
ovider

Minor

Metadata updated updateMetadata Minor

Security policy
updated

updateSecurityP
olicies

Major

Credential added addCredential Major

Credential deleted deleteCredential Major

Project created createProject Minor

Project updated updateProject Minor

Project suspended suspendProject Major

 

Table 8-23 Data Encryption Workshop (DEW)

Event
Source

Event Name Event ID Event Severity

DEW Key disabled disableKey Major

Key deletion scheduled scheduleKeyDel
etion

Minor

Grant retired retireGrant Major

Grant revoked revokeGrant Major

 

Table 8-24 Object Storage Service (OBS)

Event
Source

Event Name Event ID Event Severity

OBS Bucket deleted deleteBucket Major

Bucket policy deleted deleteBucketPol
icy

Major

Bucket ACL configured setBucketAcl Minor
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Event
Source

Event Name Event ID Event Severity

Bucket policy
configured

setBucketPolicy Minor

 

Table 8-25 Cloud Eye

Even
t
Sour
ce

Event
Name

Event ID Eve
nt
Sev
erit
y

Description Solution

Clou
d Eye

Agent
heartb
eat
interru
ption

agentHeartbe
atInterrupted

Maj
or

The Agent sends
a heartbeat
message to
Cloud Eye every
minute. If Cloud
Eye cannot
receive a
heartbeat for 3
minutes, Agent
Status is
displayed as
Faulty.

● Confirm that the
Agent domain
name cannot be
resolved.

● Check whether
your account is in
arrears.

● The Agent
process is faulty.
Restart the
Agent. If the
Agent process is
still faulty after
the restart, the
Agent files may
be damaged. In
this case, reinstall
the Agent.

● Confirm that the
server time is
inconsistent with
the local
standard time.

● Update the Agent
to the latest
version.
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Table 8-26 DataSpace

Even
t
Sour
ce

Event
Name

Event
ID

Event
Severity

Descriptio
n

Solution Impact

Data
Spac
e

New
revision

newR
evisio
n

Minor An updated
version was
released.

After
receiving
the
notification,
export the
data of the
updated
version as
required.

None.

 

Table 8-27 Enterprise Switch

Even
t
Sour
ce

Event
Name

Even
t ID

Event
Severity

Descriptio
n

Solution Impact

Enter
prise
Switc
h

IP
addresse
s
conflicte
d

IPCo
nflict

Major A cloud
server and
an on-
premises
server that
need to
communica
te use the
same IP
address.

Check the
ARP and
switch
information
to locate
the servers
that have
the same IP
address
and change
the IP
address.

The
communica
tions
between
the on-
premises
and cloud
servers may
be
abnormal.
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Table 8-28 Distributed Cache Service (DCS)

Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

DCS Full sync
retry
during
online
migration

migrat
ionFull
Resync

Mino
r

If online
migration
fails, full
synchroniza
tion will be
triggered
because
incrementa
l
synchroniza
tion cannot
be
performed.

Check
whether
full sync
retries are
triggered
repeatedly.
Check
whether
the source
instance is
connected
and
whether it
is
overloaded.
If full sync
retries are
triggered
repeatedly,
contact
O&M
personnel.

The
migration
task is
disconnecte
d from the
source
instance,
triggering
another full
sync. As a
result, the
CPU usage
of the
source
instance
may
increase
sharply.

Redis
master/
standby
switchover

master
Stand
byFail
over

Mino
r

The master
node was
abnormal,
promoting
a replica to
master.

Check the
status of
the original
master
node and
rectify the
fault.

None

Memcache
d master/
standby
switchover

memc
ached
Master
Stand
byFail
over

Mino
r

The master
node was
abnormal,
promoting
the
standby
node to
master.

Check
whether
services can
recover by
themselves.
If
applications
cannot
recover,
restart
them.

Persistent
connections
to the
instance
are
interrupted.
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Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

Redis
server
abnormal

redisN
odeSta
tusAb
norma
l

Majo
r

The Redis
server
status was
abnormal.

Check
whether
services are
affected. If
yes, contact
O&M
personnel.

If the
master
node is
abnormal,
an
automatic
failover is
performed.
If a standby
node is
abnormal
and the
client
directly
connects to
the standby
node for
read/write
splitting, no
data can be
read.

Redis
server
recovered

redisN
odeSta
tusNor
mal

Majo
r

The Redis
server
status
recovered.

Check
whether
services can
recover. If
the
applications
are not
reconnecte
d, restart
them.

Recover
from an
exception.

Sync
failure in
data
migration

migrat
eSync
DataF
ail

Majo
r

Online
migration
failed.

Reconfigure
the
migration
task and
migrate
data again.
If the fault
persists,
contact
O&M
personnel.

Data
migration
fails.
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Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

Memcache
d instance
abnormal

memc
achedI
nstanc
eStatu
sAbno
rmal

Majo
r

The
Memcache
d node
status was
abnormal.

Check
whether
services are
affected. If
yes, contact
O&M
personnel.

The
Memcache
d instance
is abnormal
and may
not be
accessed.

Memcache
d instance
recovered

memc
achedI
nstanc
eStatu
sNorm
al

Majo
r

The
Memcache
d node
status
recovered.

Check
whether
services can
recover. If
the
applications
are not
reconnecte
d, restart
them.

Recover
from an
exception.

Instance
backup
failure

instan
ceBack
upFail
ure

Majo
r

The DCS
instance
fails to be
backed up
due to an
OBS access
failure.

Retry
backup
manually.

Automated
backup
fails.

Instance
node
abnormal
restart

instan
ceNod
eAbno
rmalR
estart

Majo
r

DCS nodes
restarted
unexpected
ly when
they
became
faulty.

Check
whether
services can
recover. If
the
applications
are not
reconnecte
d, restart
them.

Persistent
connections
to the
instance
are
interrupted.

Long-
running
Lua scripts
stopped

scripts
Stoppe
d

Infor
mati
onal

Lua scripts
that had
timed out
automatica
lly stopped
running.

Optimize
Lua scrips
to prevent
execution
timeout.

If Lua
scripts take
a long time
to execute,
they will be
forcibly
stopped to
avoid
blocking
the entire
instance.
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Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

Node
restarted

nodeR
estarte
d

Infor
mati
onal

After write
operations
had been
performed,
the node
automatica
lly
restarted to
stop Lua
scripts that
had timed
out.

Check
whether
services can
recover by
themselves.
If
applications
cannot
recover,
restart
them.

Persistent
connections
to the
instance
are
interrupted.

 

Table 8-29 Intelligent Cloud Access (ICA)

Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

ICA BGP peer
disconnecti
on

BgpPe
erDisc
onnect
ion

Majo
r

The BGP
peer is
disconnecte
d.

Log in to
the
gateway
and locate
the cause.

Service
traffic may
be
interrupted.

BGP peer
connection
success

BgpPe
erCon
nectio
nSucce
ss

Majo
r

The BGP
peer is
successfully
connected.

None None

Abnormal
GRE
tunnel
status

Abnor
malGr
eTunn
elStat
us

Majo
r

The GRE
tunnel
status is
abnormal.

Log in to
the
gateway
and locate
the cause.

Service
traffic may
be
interrupted.

Normal
GRE
tunnel
status

Norma
lGreTu
nnelSt
atus

Majo
r

The GRE
tunnel
status is
normal.

None None
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Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

WAN
interface
goes up

Equip
ment
WanG
oingO
nline

Majo
r

The WAN
interface
goes
online.

None None

WAN
interface
goes down

Equip
ment
WanG
oingOff
line

Majo
r

The WAN
interface
goes
offline.

Check
whether
the event is
caused by a
manual
operation
or device
fault.

The device
cannot be
used.

Intelligent
enterprise
gateway
going
online

Intellig
entEnt
erprise
Gatew
ayGoin
gOnlin
e

Majo
r

The
intelligent
enterprise
gateway
goes
online.

None None

Intelligent
enterprise
gateway
going
offline

Intellig
entEnt
erprise
Gatew
ayGoin
gOfflin
e

Majo
r

The
intelligent
enterprise
gateway
goes
offline.

Check
whether
the event is
caused by a
manual
operation
or device
fault.

The device
cannot be
used.

 

Table 8-30 Multi-Site High Availability Service (MAS)

Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

MAS Abnormal
database
instance

dbErro
r

Majo
r

Abnormal
database
instance is
detected by
MAS.

Log in to
the MAS
console to
view the
cause and
rectify the
fault.

Services are
interrupted.
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Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

Database
instance
recovered

dbRec
overy

Majo
r

The
database
instance is
recovered.

None Services are
interrupted.

Abnormal
Redis
instance

redisEr
ror

Majo
r

Abnormal
Redis
instance is
detected by
MAS.

Log in to
the MAS
console to
view the
cause and
rectify the
fault.

Services are
interrupted.

Redis
instance
recovered

redisR
ecover
y

Majo
r

The Redis
instance is
recovered.

None Services are
interrupted.

Abnormal
MongoDB
database

mong
odbErr
or

Majo
r

Abnormal
MongoDB
database is
detected by
MAS.

Log in to
the MAS
console to
view the
cause and
rectify the
fault.

Services are
interrupted.

MongoDB
database
recovered

mong
odbRe
covery

Majo
r

The
MongoDB
database is
recovered.

None Services are
interrupted.

Abnormal
Elasticsear
ch
instance

esError Majo
r

Abnormal
Elasticsearc
h instance
is detected
by MAS.

Log in to
the MAS
console to
view the
cause and
rectify the
fault.

Services are
interrupted.

Elasticsear
ch
instance
recovered

esReco
very

Majo
r

The
Elasticsearc
h instance
is
recovered.

None Services are
interrupted.

Cloud Eye
User Guide 8 Event Monitoring

Issue 01 (2024-04-03) Copyright © Huawei Technologies Co., Ltd. 163



Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

Abnormal
API

apiErr
or

Majo
r

The
abnormal
API is
detected by
MAS.

Log in to
the MAS
console to
view the
cause and
rectify the
fault.

Services are
interrupted.

API
recovered

apiRec
overy

Majo
r

The API is
recovered.

None Services are
interrupted.

Area
status
changed

netCh
ange

Majo
r

Area status
changes
are
detected by
MAS.

Log in to
the MAS
console to
view the
cause and
rectify the
fault.

Network of
the multi-
active areas
may
change.

 

Table 8-31 Config

Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

RMS Configurati
on
noncompli
ance
notificatio
n

config
uratio
nNonc
omplia
nceNo
tificati
on

Majo
r

The
assignment
evaluation
result is
Non-
compliant.

Modify the
noncomplia
nt
configuratio
n items of
the
resource.

None

Configurati
on
complianc
e
notificatio
n

config
uratio
nCom
plianc
eNotifi
cation

Infor
mati
onal

The
assignment
evaluation
result
changed to
be
Compliant.

None None
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Table 8-32 Cloud Storage Gateway (CSG)

Event
Source

Event Name Event ID Event
Severity

Description

CSG Abnormal CSG
process status

gatewayPro
cessStatusA
bnormal

Major This event is
triggered when an
exception occurs in
the CSG process
status.

Abnormal CSG
connection status

gatewayTo
ServiceCon
nectAbnor
mal

Major This event is
triggered when no
CSG status report
is returned for five
consecutive
periods.

Abnormal
connection status
between CSG and
OBS

gatewayTo
ObsConnec
tAbnormal

Major This event is
triggered when
CSG cannot
connect to OBS.

Read-only file
system

gatewayFil
eSystemRe
adOnly

Major This event is
triggered when the
partition file
system on CSG
becomes read-
only.

Read-only file
share

gatewayFil
eShareRead
Only

Major This event is
triggered when the
file share becomes
read-only due to
insufficient cache
disk storage space.

 

Cloud Eye
User Guide 8 Event Monitoring

Issue 01 (2024-04-03) Copyright © Huawei Technologies Co., Ltd. 165



Table 8-33 MapReduce Service (MRS)

Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

MRS DBServer
Switchover

dbServ
erSwit
chover

Mino
r

The
DBServer
switchover
occurs.

Confirm
with O&M
personnel
whether
the active/
standby
switchover
is caused
by normal
operations.

Consecutive
active/
standby
switchovers
may affect
Hive service
availability.

Flume
Channel
overflow

flume
Chann
elOverf
low

Mino
r

Flume
Channel
overflow

Check
whether
the Flume
channel
configuratio
n is proper
and
whether
the service
volume
increases
sharply.

Flume tasks
cannot
write data
to the
backend.

NameNod
e
Switchover

namen
odeSw
itchov
er

Mino
r

The
NameNode
switchover
occurs.

Confirm
with O&M
personnel
whether
the active/
standby
switchover
is caused
by normal
operations.

Consecutive
active/
standby
switchovers
may cause
HDFS file
read/write
failures.

ResourceM
anager
Switchover

resour
ceMan
agerS
witcho
ver

Mino
r

ResourceM
anager
Switchover

Confirm
with O&M
personnel
whether
the active/
standby
switchover
is caused
by normal
operations.

Consecutive
active/
standby
switchovers
may cause
exceptions
or even
failures of
YARN tasks.
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Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

JobHistory
Server
Switchover

jobHis
torySe
rverSw
itchov
er

Mino
r

The
JobHistoryS
erver
switchover
occurs.

Confirm
with O&M
personnel
whether
the active/
standby
switchover
is caused
by normal
operations.

Consecutive
active/
standby
switchovers
may cause
failures to
read
MapReduce
task logs.

HMaster
Failover

hmast
erFailo
ver

Mino
r

The
HMaster
failover
occurs.

Confirm
with O&M
personnel
whether
the active/
standby
switchover
is caused
by normal
operations.

Consecutive
active/
standby
switchovers
may affect
HBase
service
availability.

Hue
Failover

hueFai
lover

Mino
r

The Hue
failover
occurs.

Confirm
with O&M
personnel
whether
the active/
standby
switchover
is caused
by normal
operations.

The active/
standby
switchover
may affect
the display
of the HUE
page.

Impala
HaProxy
Failover

impala
HaPro
xyFailo
ver

Mino
r

The Impala
HaProxy
switchover
occurs.

Confirm
with O&M
personnel
whether
the active/
standby
switchover
is caused
by normal
operations.

Consecutive
active/
standby
switchovers
may affect
Impala
service
availability.
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Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

Impala
StateStore
Catalog
Failover

impala
StateS
toreCa
talogF
ailover

Mino
r

The Impala
StateStoreC
atalog
failover
occurs.

Confirm
with O&M
personnel
whether
the active/
standby
switchover
is caused
by normal
operations.

Consecutive
active/
standby
switchovers
may affect
Impala
service
availability.

LdapServer
Failover

ldapSe
rverFai
lover

Mino
r

The
LdapServer
failover
occurs.

Confirm
with O&M
personnel
whether
the active/
standby
switchover
is caused
by normal
operations.

Consecutive
active/
standby
switchovers
may affect
LdapServer
service
availability.

Loader
Switchover

loader
Switch
over

Mino
r

The Loader
switchover
occurs.

Confirm
with O&M
personnel
whether
the active/
standby
switchover
is caused
by normal
operations.

The active/
standby
switchover
may affect
Loader
service
availability.

Manager
Switchover

manag
erSwit
chover

Infor
mati
onal

The
Manager
switchover
occurs.

Confirm
with O&M
personnel
whether
the active/
standby
switchover
is caused
by normal
operations.

The active/
standby
Manager
switchover
may cause
the
Manager
page
inaccessible
and
abnormal
values of
some
monitoring
items.
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Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

Job
Running
Failed

jobRu
nningF
ailed

Warn
ing

A job fails
to be
executed.

On the
Jobs tab
page, check
whether
the failed
task is
normal.

The job
fails to be
executed.

Job Killed jobkill
ed

Infor
mati
onal

The job is
terminated.

Check
whether
the task is
manually
terminated.

The job
execution
process is
terminated.

Oozie
Workflow
Execution
Failure

oozie
Workfl
owExe
cution
Failure

Mino
r

Oozie
workflows
fail to
execute.

View Oozie
logs to
locate the
failure
cause.

Oozie
workflows
fail to
execute.

Oozie
Scheduled
Job
Execution
Failure

oozieS
chedul
edJobE
xecuti
onFail
ure

Mino
r

Oozie
scheduled
tasks fail to
execute.

View Oozie
logs to
locate the
failure
cause.

Oozie
scheduled
tasks fail to
execute.

ClickHouse
Service
Unavailabl
e

clickH
ouseSe
rviceU
navail
able

Critic
al

The
ClickHouse
service is
unavailable
.

For details,
see section
"ALM-4542
5
ClickHouse
Service
Unavailable
" in
MapReduce
Service
User Guide.

The
ClickHouse
service is
abnormal.
Cluster
operations
cannot be
performed
on the
ClickHouse
service on
FusionInsig
ht
Manager,
and the
ClickHouse
service
function
cannot be
used.
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Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

DBService
Service
Unavailabl
e

dbServ
iceServ
iceUna
vailabl
e

Critic
al

DBService
is
unavailable

For details,
see section
"ALM-2700
1 DBService
Service
Unavailable
" in
MapReduce
Service
User Guide.

The
database
service is
unavailable
and cannot
provide
data import
and query
functions
for upper-
layer
services. As
a result,
service
exceptions
occur.

DBService
Heartbeat
Interruptio
n Between
the Active
and
Standby
Nodes

dbServ
iceHea
rtbeatI
nterru
ptionB
etwee
ntheAc
tiveAn
dStan
dbyNo
des

Majo
r

DBService
Heartbeat
Interruptio
n Between
the Active
and
Standby
Nodes

For details,
see section
"ALM-2700
3 Heartbeat
Interruption
Between
the Active
and
Standby
Nodes" in
MapReduce
Service
User Guide.

During the
DBService
heartbeat
interruption
, only one
node can
provide the
service. If
this node is
faulty, no
standby
node is
available
for failover
and the
service is
unavailable
.
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Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

Data
Inconsisten
cy
Between
Active and
Standby
DBServices

dataIn
consist
encyB
etwee
nActiv
eAndS
tandby
DBSer
vices

Critic
al

Data
Inconsisten
cy Between
Active and
Standby
DBServices

For details,
see section
"ALM-2700
4 Data
Inconsisten
cy Between
Active and
Standby
DBService"
in
MapReduce
Service
User Guide.

When data
is not
synchronize
d between
the active
and
standby
DBServices,
the data
may be lost
or
abnormal if
the active
instance
becomes
abnormal.

Database
Enters the
Read-Only
Mode

databa
seEnte
rstheR
eadOn
lyMod
e

Critic
al

The
database
enters the
read-only
mode.

For details,
see section
"ALM-2700
7 Database
Enters the
Read-Only
Mode" in
MapReduce
Service
User Guide.

The
database
enters the
read-only
mode,
causing
service data
loss.

Flume
Service
Unavailabl
e

flumeS
ervice
Unavai
lable

Critic
al

Flume
Service
Unavailable

For details,
see section
"ALM-2400
0 Flume
Service
Unavailable
" in
MapReduce
Service
User Guide.

Flume is
running
abnormally
and the
data
transmissio
n service is
interrupted.
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Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

Flume
Agent
Exception

flume
Agent
Except
ion

Majo
r

The Flume
Agent is
abnormal.

For details,
see section
"ALM-2400
1 Flume
Agent
Exception"
in
MapReduce
Service
User Guide.

The Flume
agent
instance for
which the
alarm is
generated
cannot
provide
services
properly,
and the
data
transmissio
n tasks of
the
instance
are
temporarily
interrupted.
Real-time
data is lost
during real-
time data
transmissio
n.

Flume
Client
Disconnect
ion Alarm

flume
Client
Discon
nected

Majo
r

Flume
Client
Disconnecti
on Alarm

For details,
see section
"ALM-2400
3 Flume
Client
Interrupted
" in
MapReduce
Service
User Guide.

The Flume
Client for
which the
alarm is
generated
cannot
communica
te with the
Flume
Server and
the data of
the Flume
Client
cannot be
sent to the
Flume
Server.
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Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

Exception
Occurs
When
Flume
Reads
Data

except
ionOcc
ursWh
enFlu
meRea
dsDat
a

Majo
r

Exceptions
occur when
flume
reads data.

For details,
see section
"ALM-2400
4 Exception
Occurs
When
Flume
Reads
Data" in
MapReduce
Service
User Guide.

If data is
found in
the data
source and
Flume
Source
continuousl
y fails to
read data,
the data
collection is
stopped.

Exception
Occurs
When
Flume
Transmits
Data

except
ionOcc
ursWh
enFlu
meTra
nsmits
Data

Majo
r

Exceptions
occur when
flume
transmits
data.

For details,
see section
"ALM-2400
5 Exception
Occurs
When
Flume
Transmits
Data" in
MapReduce
Service
User Guide.

If the disk
usage of
Flume
Channel
increases
continuousl
y, the time
required for
importing
data to a
specified
destination
prolongs.
When the
disk usage
of Flume
Channel
reaches
100%, the
Flume
agent
process
pauses.
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Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

Flume
Certificate
File Is
Invalid

flume
Certifi
cateFil
eIsinva
lid

Majo
r

The Flume
certificate
file is
invalid or
damaged.

For details,
see section
"ALM-2401
0 Flume
Certificate
File Is
Invalid or
Damaged"
in
MapReduce
Service
User Guide.

The Flume
certificate
file is
invalid or
damaged,
and the
Flume
client
cannot
access the
Flume
server.

Flume
Certificate
File Is
About to
Expire

flume
Certifi
cateFil
eIsAbo
utToEx
pire

Majo
r

The Flume
certificate
file is about
to expire.

For details,
see section
"ALM-2401
1 Flume
Certificate
File Is
About to
Expire" in
MapReduce
Service
User Guide.

The Flume
certificate
file is about
to expire,
which has
no adverse
impact on
the system.

Flume
Certificate
File Is
Expired

flume
Certifi
cateFil
eIsExpi
red

Majo
r

The Flume
certificate
file has
expired.

For details,
see section
"ALM-2401
2 Flume
Certificate
File Has
Expired" in
MapReduce
Service
User Guide.

The Flume
certificate
file has
expired and
functions
are
restricted.
The Flume
client
cannot
access the
Flume
server.
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Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

Flume
MonitorSe
rver
Certificate
File Is
Invalid

flume
Monit
orServ
erCertif
icateFi
leIsInv
alid

Majo
r

The Flume
MonitorSer
ver
certificate
file is
invalid.

For details,
see section
"ALM-2401
3 Flume
MonitorSer
ver
Certificate
File Is
Invalid or
Damaged"
in
MapReduce
Service
User Guide.

The
MonitorSer
ver
certificate
file is
invalid or
damaged,
and the
Flume
client
cannot
access the
Flume
server.

Flume
MonitorSe
rver
Certificate
File Is
About to
Expire

flume
Monit
orServ
erCertif
icate
FileIsA
boutTo
Expire

Majo
r

The Flume
MonitorSer
ver
certificate
file is about
to expire.

For details,
see section
"ALM-2401
4 Flume
MonitorSer
ver
Certificate
Is About to
Expire" in
MapReduce
Service
User Guide.

The
MonitorSer
ver
certificate
is about to
expire,
which has
no adverse
impact on
the system.

Flume
MonitorSe
rver
Certificate
File Is
Expired

flume
Monit
orServ
erCertif
icateFi
leIsExp
ired

Majo
r

The Flume
MonitorSer
ver
certificate
file has
expired.

For details,
see section
"ALM-2401
5 Flume
MonitorSer
ver
Certificate
File Has
Expired" in
MapReduce
Service
User Guide.

The
MonitorSer
ver
certificate
file has
expired and
functions
are
restricted.
The Flume
client
cannot
access the
Flume
server.
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Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

HDFS
Service
Unavailabl
e

hdfsSe
rviceU
navail
able

Critic
al

The HDFS
service is
unavailable
.

For details,
see section
"ALM-1400
0 HDFS
Service
Unavailable
" in
MapReduce
Service
User Guide.

HDFS fails
to provide
services for
HDFS
service-
based
upper-layer
component
s, such as
HBase and
MapReduce
. As a
result, users
cannot read
or write
files.

NameServi
ce Service
Unavailabl
e

nameS
erviceS
ervice
Unavai
lable

Majo
r

The
NameServi
ce service is
abnormal.

For details,
see section
"ALM-1401
0
NameServic
e Service Is
Abnormal"
in
MapReduce
Service
User Guide.

HDFS fails
to provide
services for
upper-layer
component
s based on
the
NameServic
e service,
such as
HBase and
MapReduce
. As a
result, users
cannot read
or write
files.
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Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

DataNode
Data
Directory
Is Not
Configured
Properly

datan
odeDa
taDire
ctoryIs
NotCo
nfigur
edProp
erly

Majo
r

The
DataNode
data
directory is
not
configured
properly.

For details,
see section
"ALM-1401
1
DataNode
Data
Directory Is
Not
Configured
Properly" in
MapReduce
Service
User Guide.

If the
DataNode
data
directory is
mounted
on critical
directories
such as the
root
directory,
the disk
space of
the root
directory
will be used
up after
running for
a long
time. This
causes a
system
fault.
If the
DataNode
data
directory is
not
configured
properly,
HDFS
performanc
e will
deteriorate.
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Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

Journalnod
e Is Out of
Synchroniz
ation

journa
lnodeI
sOutO
fSynch
ronizat
ion

Majo
r

The
Journalnod
e data is
not
synchronize
d.

For details,
see section
"ALM-1401
2
JournalNod
e Is Out of
Synchroniza
tion" in
MapReduce
Service
User Guide.

When a
JournalNod
e is
working
incorrectly,
data on the
node is not
synchronize
d with that
on other
JournalNod
es. If data
on more
than half of
JournalNod
es is not
synchronize
d, the
NameNode
cannot
work
correctly,
making the
HDFS
service
unavailable
.
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Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

Failed to
Update
the
NameNod
e FsImage
File

failedT
oUpda
teThe
Name
NodeF
sImag
eFile

Majo
r

The
NameNode
FsImage
file failed
to be
updated.

For details,
see section
"ALM-1401
3 Failed to
Update the
NameNode
FsImage
File" in
MapReduce
Service
User Guide.

If the
FsImage
file in the
data
directory of
the active
NameNode
is not
updated,
the HDFS
metadata
combinatio
n function
is abnormal
and
requires
rectification
. If it is not
rectified,
the Editlog
files
increase
continuousl
y after
HDFS runs
for a
period. In
this case,
HDFS
restart is
time-
consuming
because a
large
number of
Editlog files
need to be
loaded. In
addition,
this alarm
also
indicates
that the
standby
NameNode
is abnormal
and the
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Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

NameNode
high
availability
(HA)
mechanism
becomes
invalid.
When the
active
NameNode
is faulty,
the HDFS
service
becomes
unavailable
.

DataNode
Disk Fault

datan
odeDis
kFault

Majo
r

The
DataNode
disk is
faulty.

For details,
see section
"ALM-1402
7
DataNode
Disk Fault"
in
MapReduce
Service
User Guide.

If a
DataNode
disk fault
alarm is
reported, a
faulty disk
partition
exists on
the
DataNode.
As a result,
files that
have been
written
may be
lost.

Yarn
Service
Unavailabl
e

yarnSe
rviceU
navail
able

Critic
al

The Yarn
service is
unavailable
.

For details,
see section
"ALM-1800
0 Yarn
Service
Unavailable
" in
MapReduce
Service
User Guide.

The cluster
cannot
provide the
Yarn
service.
Users
cannot run
new
application
s.
Submitted
application
s cannot be
run.
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Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

NodeMana
ger
Heartbeat
Lost

nodem
anager
Heartb
eatLos
t

Majo
r

The
NodeMana
ger
heartbeat
is lost.

For details,
see section
"ALM-1800
2
NodeMana
ger
Heartbeat
Lost" in
MapReduce
Service
User Guide.

The lost
NodeMana
ger node
cannot
provide the
Yarn
service.
The
number of
containers
decreases,
so the
cluster
performanc
e
deteriorates
.

NodeMana
ger
Unhealthy

nodem
anager
Unhea
lthy

Majo
r

The
NodeMana
ger is
unhealthy.

For details,
see section
"ALM-1800
3
NodeMana
ger
Unhealthy"
in
MapReduce
Service
User Guide.

The faulty
NodeMana
ger node
cannot
provide the
Yarn
service.
The
number of
containers
decreases,
so the
cluster
performanc
e
deteriorates
.
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Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

Yarn
Applicatio
n Timeout

yarnA
pplicat
ionTim
eout

Mino
r

Yarn task
execution
timed out.

For details,
see section
"ALM-1802
0 Yarn Task
Execution
Timeout" in
MapReduce
Service
User Guide.

The alarm
persists
after task
execution
times out.
However,
the task
can still be
properly
executed,
so this
alarm does
not exert
any impact
on the
system.

MapReduc
e Service
Unavailabl
e

mapre
duceS
ervice
Unavai
lable

Critic
al

The
MapReduce
service is
unavailable
.

For details,
see section
"ALM-1802
1
MapReduce
Service
Unavailable
" in
MapReduce
Service
User Guide.

The cluster
cannot
provide the
MapReduce
service. For
example,
MapReduce
cannot be
used to
view task
logs and
the log
archive
function is
unavailable
.

Insufficient
Yarn
Queue
Resources

insuffi
cientY
arnQu
eueRe
source
s

Mino
r

Yarn queue
resources
are
insufficient.

For details,
see section
"ALM-1802
2
Insufficient
Yarn Queue
Resources"
in
MapReduce
Service
User Guide.

It takes
long time
to end an
application.
A new
application
cannot run
for a long
time after
submission.
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Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

HBase
Service
Unavailabl
e

hbase
Service
Unavai
lable

Critic
al

The HBase
service is
unavailable
.

For details,
see section
"ALM-1900
0 HBase
Service
Unavailable
" in
MapReduce
Service
User Guide.

Operations
cannot be
performed,
such as
reading or
writing
data and
creating
tables.

System
Table Path
or File of
HBase Is
Missing

system
TableP
athOr
FileOf
HBaseI
sMissi
ng

Critic
al

The table
directories
or files of
the HBase
System are
lost.

For details,
see section
"ALM-1901
2 HBase
System
Table
Directory or
File Lost" in
MapReduce
Service
User Guide.

The HBase
service fails
to restart
or start.

Hive
Service
Unavailabl
e

hiveSe
rviceU
navail
able

Critic
al

The Hive
service is
unavailable
.

For details,
see section
"ALM-1600
4 Hive
Service
Unavailable
" in
MapReduce
Service
User Guide.

Hive
cannot
provide
data
loading,
query, and
extraction
services.
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Event
ID

Even
t
Seve
rity
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n

Solution Impact

Hive Data
Warehous
e Is
Deleted

hiveDa
taWar
ehous
eIsDel
eted

Critic
al

The Hive
data
warehouse
is deleted.

For details,
see section
"ALM-1604
5 Hive Data
Warehouse
Is Deleted"
in
MapReduce
Service
User Guide.

If the
default
Hive data
warehouse
is deleted,
databases
and tables
fail to be
created in
the default
data
warehouse,
affecting
service
usage.

Hive Data
Warehous
e
Permission
Is Modified

hiveDa
taWar
ehous
ePermi
ssionIs
Modifi
ed

Critic
al

The Hive
data
warehouse
permissions
are
modified.

For details,
see section
"ALM-1604
6 Hive Data
Warehouse
Permission
Is
Modified"
in
MapReduce
Service
User Guide.

If the
permissions
on the Hive
default
data
warehouse
are
modified,
the
permissions
for users or
user groups
to create
databases
or tables in
the default
data
warehouse
are
affected.
The
permissions
will be
expanded
or reduced.
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t
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rity
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n

Solution Impact

HiveServer
has been
deregistere
d from
zookeeper

hiveSe
rverHa
sBeen
Deregi
stered
FromZ
ookee
per

Majo
r

HiveServer
has been
deregistere
d from
zookeeper.

For details,
see section
"ALM-1604
7
HiveServer
Has Been
Deregistere
d from
ZooKeeper"
in
MapReduce
Service
User Guide.

If Hive
configurati
ons cannot
be read
from
ZooKeeper,
HiveServer
will be
unavailable
.

Tez or
Spark
Library
Path Does
Not Exist

tezlib
OrSpa
rklibIs
NotExi
st

Majo
r

The tez or
spark
library path
does not
exist.

For details,
see section
"ALM-1604
8 Tez or
Spark
Library
Path Does
Not Exist"
in
MapReduce
Service
User Guide.

The Hive
on Tez and
Hive on
Spark
functions
are
affected.

Hue
Service
Unavailabl
e

hueSer
viceUn
availa
ble

Critic
al

The Hue
service is
unavailable
.

For details,
see section
"ALM-2000
2 Hue
Service
Unavailable
" in
MapReduce
Service
User Guide.

The system
cannot
provide
data
loading,
query, and
extraction
services.
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ID
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t
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rity
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n

Solution Impact

Impala
Service
Unavailabl
e

impala
Service
Unavai
lable

Critic
al

The Impala
service is
unavailable
.

For details,
see section
"ALM-2900
0 Impala
Service
Unavailable
" in
MapReduce
Service
User Guide.

The Impala
service is
abnormal.
Cluster
operations
cannot be
performed
on Impala
on
FusionInsig
ht
Manager,
and Impala
service
functions
cannot be
used.

Kafka
Service
Unavailabl
e

kafkaS
ervice
Unavai
lable

Critic
al

The Kafka
service is
unavailable
.

For details,
see section
"ALM-3800
0 Kafka
Service
Unavailable
" in
MapReduce
Service
User Guide.

The cluster
cannot
provide the
Kafka
service, and
users
cannot
perform
new Kafka
tasks.

Cloud Eye
User Guide 8 Event Monitoring

Issue 01 (2024-04-03) Copyright © Huawei Technologies Co., Ltd. 186



Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n
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Status of
Kafka
Default
User Is
Abnormal

status
OfKaf
kaDef
aultUs
erIsAb
norma
l

Critic
al

The status
of Kafka
default
user is
abnormal.

For details,
see section
"ALM-3800
7 Status of
Kafka
Default
User Is
Abnormal"
in
MapReduce
Service
User Guide.

If the Kafka
default
user status
is
abnormal,
metadata
synchroniza
tion
between
Brokers and
interaction
between
Kafka and
ZooKeeper
will be
affected,
affecting
service
production,
consumptio
n, and topic
creation
and
deletion.
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n

Solution Impact

Abnormal
Kafka
Data
Directory
Status

abnor
malKa
fkaDat
aDirec
torySt
atus

Majo
r

The status
of Kafka
data
directory is
abnormal.

For details,
see section
"ALM-3800
8 Abnormal
Kafka Data
Directory
Status" in
MapReduce
Service
User Guide.

If the Kafka
data
directory
status is
abnormal,
the current
replicas of
all
partitions
in the data
directory
are brought
offline, and
the data
directory
status of
multiple
nodes is
abnormal
at the same
time. As a
result,
some
partitions
may
become
unavailable
.
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Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

Topics
with Single
Replica

topics
WithSi
ngleRe
plica

Warn
ing

A topic
with a
single
replica
exists.

For details,
see section
"ALM-3801
0 Topics
with Single
Replica" in
MapReduce
Service
User Guide.

There is the
single point
of failure
(SPOF) risk
for topics
with only
one replica.
When the
node where
the replica
resides
becomes
abnormal,
the
partition
does not
have a
leader, and
services on
the topic
are
affected.
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Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

KrbServer
Service
Unavailabl
e

krbSer
verSer
viceUn
availa
ble

Critic
al

The
KrbServer
service is
unavailable
.

For details,
see section
"ALM-2550
0 KrbServer
Service
Unavailable
" in
MapReduce
Service
User Guide.

When this
alarm is
generated,
no
operation
can be
performed
for the
KrbServer
component
in the
cluster. The
authenticat
ion of
KrbServer
in other
component
s will be
affected.
The
running
status of
component
s that
depend on
KrbServer
in the
cluster is
faulty.

Kudu
Service
Unavailabl
e

kuduS
ervice
Unavai
lable

Critic
al

The Kudu
service is
unavailable
.

For details,
see section
"ALM-2910
0 Kudu
Service
Unavailable
" in
MapReduce
Service
User Guide.

Users
cannot use
the Kudu
service.
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Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

LdapServer
Service
Unavailabl
e

ldapSe
rverSe
rviceU
navail
able

Critic
al

The
LdapServer
service Is
unavailable
.

For details,
see section
"ALM-2500
0
LdapServer
Service
Unavailable
" in
MapReduce
Service
User Guide.

When this
alarm is
generated,
no
operation
can be
performed
for the
KrbServer
users and
LdapServer
users in the
cluster. For
example,
users, user
groups, or
roles
cannot be
added,
deleted, or
modified,
and user
passwords
cannot be
changed on
the
FusionInsig
ht Manager
portal. The
authenticat
ion for
existing
users in the
cluster is
not
affected.
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Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

Abnormal
LdapServer
Data
Synchroniz
ation

abnor
malLd
apServ
erData
Synchr
onizati
on

Critic
al

The
LdapServer
data
synchroniza
tion is
abnormal.

For details,
see section
"ALM-2500
4 Abnormal
LdapServer
Data
Synchroniza
tion" in
MapReduce
Service
User Guide.

LdapServer
data
inconsisten
cy occurs
because
LdapServer
data on
Manager or
in the
cluster is
damaged.
The
LdapServer
process
with
damaged
data
cannot
provide
services
externally,
and the
authenticat
ion
functions of
Manager
and the
cluster are
affected.
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Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

Nscd
Service Is
Abnormal

nscdSe
rviceIs
Abnor
mal

Majo
r

The Nscd
service is
abnormal.

For details,
see section
"ALM-2500
5 nscd
Service
Exception"
in
MapReduce
Service
User Guide.

If the Nscd
service is
abnormal,
the node
may fail to
synchronize
data from
an LDAP
server. In
this case,
running the
id
command
may fail to
obtain data
from an
LDAP
server,
affecting
upper-layer
services.

Sssd
Service Is
Abnormal

sssdSe
rviceIs
Abnor
mal

Majo
r

The Sssd
service is
abnormal.

For details,
see section
"ALM-2500
6 Sssd
Service
Exception"
in
MapReduce
Service
User Guide.

If the Sssd
service is
abnormal,
the node
may fail to
synchronize
data from
LdapServer.
In this case,
running the
id
command
may fail to
obtain
LDAP data,
affecting
upper-layer
services.
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Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

Loader
Service
Unavailabl
e

loader
Service
Unavai
lable

Critic
al

The Loader
service is
unavailable
.

For details,
see section
"ALM-2300
1 Loader
Service
Unavailable
" in
MapReduce
Service
User Guide.

When the
Loader
service is
unavailable
, the data
loading,
import, and
conversion
functions
are
unavailable
.

Oozie
Service
Unavailabl
e

oozieS
ervice
Unavai
lable

Critic
al

The Oozie
service is
unavailable
.

For details,
see section
"ALM-1700
3 Oozie
Service
Unavailable
" in
MapReduce
Service
User Guide.

The Oozie
service
cannot be
used to
submit
jobs.

Ranger
Service
Unavailabl
e

ranger
Service
Unavai
lable

Critic
al

The Ranger
service is
unavailable
.

For details,
see section
"ALM-4527
5 Ranger
Service
Unavailable
" in
MapReduce
Service
User Guide.

When the
Ranger
service is
unavailable
, the
Ranger
cannot
work
properly
and the
native UI of
the Ranger
cannot be
accessed.
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Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

Abnormal
RangerAd
min status

abnor
malRa
ngerA
dminS
tatus

Majo
r

The
RangerAdm
in status is
abnormal.

For details,
see section
"ALM-4527
6 Abnormal
RangerAdm
in Status"
in
MapReduce
Service
User Guide.

If the
status of a
single
RangerAdm
in is
abnormal,
the access
to the
Ranger
native UI is
not
affected. If
the status
of two
RangerAdm
ins is
abnormal,
the Ranger
native UI
cannot be
accessed
and
operations
such as
creating,
modifying,
and
deleting
policies
cannot be
performed.

Spark2x
Service
Unavailabl
e

spark2
xServic
eUnav
ailable

Critic
al

The
Spark2x
service is
unavailable
.

For details,
see section
"ALM-4300
1 Spark2x
Service
Unavailable
" in
MapReduce
Service
User Guide.

The Spark
tasks
submitted
by users
fail to be
executed.
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Event
Source

Event
Name

Event
ID

Even
t
Seve
rity

Descriptio
n

Solution Impact

Storm
Service
Unavailabl
e

stormS
ervice
Unavai
lable

Critic
al

The Storm
service is
unavailable
.

For details,
see section
"ALM-2605
1 Storm
Service
Unavailable
" in
MapReduce
Service
User Guide.

The cluster
cannot
provide the
Storm
service
externally,
and users
cannot
execute
new Storm
tasks.

ZooKeeper
Service
Unavailabl
e

zooKe
eperSe
rviceU
navail
able

Critic
al

The
ZooKeeper
service is
unavailable
.

For details,
see section
"ALM-1300
0
ZooKeeper
Service
Unavailable
" in
MapReduce
Service
User Guide.

ZooKeeper
fails to
provide
coordinatio
n services
for upper-
layer
component
s and the
component
s
depending
on
ZooKeeper
may not
run
properly.

Failed to
Set the
Quota of
Top
Directories
of
ZooKeeper
Componen
t

failedT
oSetTh
eQuot
aOfTo
pDirec
tories
OfZoo
Keeper
Comp
onent

Mino
r

The quota
of top
directories
of
ZooKeeper
component
s failed to
be
configured.

For details,
see section
"ALM-1300
5 Failed to
Set the
Quota of
Top
Directories
of
ZooKeeper
Component
s" in
MapReduce
Service
User Guide.

Component
s can write
a large
amount of
data to the
top-level
directory of
ZooKeeper.
As a result,
the
ZooKeeper
service is
unavailable
.
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9 Task Center

On the Task Center page, you can export data including monitoring data and
alarm records. You can go to the Alarm Records and Server Monitoring pages to
create an export task. After the export task is submitted, you can view the
progress and download the file on the Task Center page.

Exporting Monitoring Data
1. Log in to the management console.
2. Choose Service List > Cloud Eye.
3. In the navigation pane on the left, choose Server Monitoring > Elastic Cloud

Server.
4. Click Export Data in the upper right corner.

Figure 9-1 Exporting data
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NO TE

By default, the page of the new edition is displayed. To return to the earlier edition,
click Earlier Edition. In the earlier edition, the data export task is not displayed on the
Task Center page and can be downloaded on the current page.

Figure 9-2 Earlier edition of the Export Data page

5. On the Export Data page, set parameters as prompted.

Table 9-1 Configuring parameters for exporting data

Parameter Description

Task Name Name of an export task.
It contains 1 to 32 characters.

Statistic There are two modes: Aggregated data and Raw data.
● Aggregated data: Data can be exported after being

aggregated using the maximum value, minimum value,
average value, or sum value.

● Raw data: The original data is exported.

Time
Range

Select the time range for the data to be exported.
● Data of a maximum of the last 90 days can be exported for

an aggregate value.
● Raw data from the last 48 hours is available for export.

Aggregate
d By

This parameter is mandatory when Statistics is set to
Aggregate data.
If you select Custom range, data aggregated during your
configured time range will be exported. If you select one of
the other options, data will be aggregated based on your
selected granularity and then exported.

Monitoring
Item

● Resource Type: The default value is Elastic Cloud Server.
You do not need to set this parameter.

● Dimension: Specify the dimension name of the metric to
be exported.

● Monitored Object: You can select All Resources or
Specific resources.

● Metric: Specify the metric to be exported.
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6. After the configuration is complete, click Export.
7. After the export task is submitted, you can view and download the monitoring

data under the Monitoring Data Export Tasks tab on the Task Center page.

Figure 9-3 Viewing export tasks

Exporting Alarm Records
1. Log in to the management console.
2. Choose Service List > Cloud Eye.
3. Choose Alarm Management > Alarm Records.
4. On the Alarm Records page, click Export.

Figure 9-4 Alarm Records page

NO TE

You can export all alarm records or alarm records filtered by status, alarm severity,
alarm rule name, resource type, resource ID, and alarm rule ID above the alarm record
list.

5. In the displayed Export Alarm Records dialog box, enter an export task name
and click OK.
The task name contains 1 to 32 characters.

Figure 9-5 Entering an export task name
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6. After the export task is submitted, you can view and download the alarm
records under the Alarm Record Export Task tab on the Task Center page.

Figure 9-6 Viewing export tasks
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10 Data Dump

10.1 Adding a Dump Task

Scenarios
You can dump cloud service monitoring data to DMS for Kafka in real time and
query the metrics on the DMS for Kafka console or using an open-source Kafka
client.

NO TE

An account can create a maximum of 20 data dump tasks.

Procedure
1. Log in to the management console.
2. Click Service List in the upper left corner and select Cloud Eye.
3. In the navigation pane on the left, choose Data Dump.
4. Click Add Dump Task.
5. In the Add Dump Task dialog box, configure parameters as prompted.

Cloud Eye
User Guide 10 Data Dump

Issue 01 (2024-04-03) Copyright © Huawei Technologies Co., Ltd. 201



Figure 10-1 Adding a dump task

Table 10-1 Dump task parameters

Parameter Description

Name Specifies the dump task name.
The name can contain 1 to 64 characters and consist of
only letters, digits, underscores (_), and hyphens (-).
Example value: dataShareJob-ECSMetric

Resource Type Specifies the type of resources monitored by Cloud Eye.
Example value: Elastic Cloud Server

Dimension Specifies the dimension of the monitored object.
If you select All all monitored objects of the selected
resource type will be dumped to Kafka.
If you select a specific dimension, only metrics of this
dimension will be dumped to Kafka.
Example value: All

Monitoring
Scope

The scope can only be All resources, indicating that all
metrics of the specified monitored object will be dumped
to DMS for Kafka.

Cloud Eye
User Guide 10 Data Dump

Issue 01 (2024-04-03) Copyright © Huawei Technologies Co., Ltd. 202



Parameter Description

Resource Type The type can only be Distributed Message Service for
Kafka.

Destination Specifies the Kafka instance and topic where the data is
to be dumped.
If no Kafka instance or topic is available, see Buying an
Instance and Creating a Topic.

 
6. Click Add after the configuration is complete.

NO TE

You can query the dumped data in Kafka. For details, see Querying Messages.

10.2 Modifying, Deleting, Enabling, or Disabling Dump
Tasks

Scenarios
This topic describes how to modify, disable, enable, or delete a dump task.

Modifying a Dump Task
1. Log in to the management console.
2. Click Service List in the upper left corner and select Cloud Eye.
3. In the navigation pane, choose Data Dump.
4. Locate a dump task and click Modify in the Operation column.

The Modify Dump Task page is displayed.
5. Modify the task settings.
6. Click Modify.

Disabling Dump Tasks
● Disabling a single dump task: On the Data Dump page, locate the dump task

and click Disable in the Operation column. In the displayed Disable Dump
Task dialog box, click Yes. After you disable a dump task, collected
monitoring data will not be dumped but existing data is still saved.

● Batch disabling dump tasks: On the Data Dump page, select the check boxes
in front of the data dump tasks to be disabled and click Disable above the
list. In the displayed Disable Dump Task dialog box, click Yes. After you
disable a dump task, collected monitoring data will not be dumped but
existing data is still saved.

Enabling Dump Tasks
● Enabling a single dump task: On the Data Dump page, locate a dump task

whose status is Disabled and click Enable in the Operation column. In the
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displayed Enable Dump Task dialog box, click Yes. After you enable the dump
task, collected monitoring data will be dumped.

● Batch enabling dump tasks: On the Data Dump page, select the check boxes
in front of the data dump tasks to be enabled and click Enable above the list.
In the displayed Enable Dump Task dialog box, click Yes. After you enable
the dump task, collected monitoring data will be dumped.

Deleting a Dump Task

CA UTION

After you delete a dump task, collected monitoring data will not be dumped but
existing data is still saved.

Locate the dump task and click Delete in the Operation column. In the displayed
Delete Data Dump dialog box, click Yes.
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11 Cloud Service Monitoring

11.1 Introduction to Cloud Service Monitoring

Scenarios
Cloud Service Monitoring collects data of built-in metrics of cloud services. You
can monitor these metrics to track the status of corresponding cloud services. On
the Cloud Service Monitoring page, in addition to viewing monitoring data, you
can also create alarm rules and export raw data.

What You Can Do with Cloud Service Monitoring
● Viewing metrics: On the page displaying metrics, you can view graphs of raw

data collected from last 1 hour, 3 hours, 12 hours, and 24 hours. You can
customize the metrics to be viewed and view monitoring data that is
automatically refreshed.

● Create alarm rules: You can create alarm rules for key metrics of cloud
services. When the conditions in the alarm rule are met, Cloud Eye sends
emails, SMS messages, or HTTP/HTTPS requests, enabling you to quickly
respond to resource changes.

● Exporting monitoring data: Cloud Service Monitoring allows you to export a
maximum of 10 monitoring items in your selected time range and rollup
period. The exported monitoring report contains the username, region name,
service name, instance name, instance ID, metric name, metric data, time, and
timestamp, facilitating query and filtering.

11.2 Viewing Metrics
1. Log in to the management console.
2. Click Service List in the upper left corner and select Cloud Eye.
3. In the navigation pane on the left, choose Cloud Service Monitoring and

select the cloud service whose resources you want to view.
4. Locate the cloud service resource and click View Metric in the Operation

column.
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NO TE

● You can sort graphs by dragging them based on service requirements.
● If Auto Refresh is enabled, data is automatically refreshed every minute.
● Some cloud services allow you to view resource details. You can click View

Resource Details in the upper part of the page to view details about monitored
resources.

● You can search for a specific metric in the search box.
● To export monitoring data, see How Can I Export Collected Data?.

5. Near the top right corner of the page, click Select Metric.
The Select Metric dialog box is displayed.
Select at least one metric. Drag and drop the selected metrics at desired
locations to sort them. This helps you customize metrics to be viewed.

6. Hover your mouse over a graph. In the upper right corner, click  to view
monitoring details on an enlarged graph. You can select a time period or
customize a time range to view the metric trend in a specific monitoring
interval.

NO TE

● If you select 1h, 3h, 12h, or 1d, raw data is displayed by default. You can set
Period and Statistic to change the rollup period of monitoring data. For details
about rollup periods, see What Is Rollup?

● If you select 7d or 30d, aggregated data is displayed by default. You can set Period
and Statistic to change the rollup period of monitoring data.

7. In the upper right corner of the monitoring graph, click  to create alarm
rules for the metric. For details about the parameters, see Creating an Alarm
Rule.
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12 Auditing Operation Records on
Cloud Eye

Cloud Trace Service (CTS) records Cloud Eye operation requests initiated from the
cloud service management console or open APIs and responses to the requests.
You can query, audit, and trace back the operation records.

12.1 Key Cloud Eye Operations

Table 12-1 Cloud Eye operations that can be recorded by CTS

Operation Resource Type Trace Name

Creating an alarm rule alarm_rule createAlarmRule

Deleting an alarm rule alarm_rule deleteAlarmRule

Disabling an alarm rule alarm_rule disableAlarmRule

Enabling an alarm rule alarm_rule enableAlarmRule

Modifying an alarm rule alarm_rule updateAlarmRule

Updating the alarm status
to Alarm

alarm_rule alarmStatusChangeToAlarm

Updating the alarm status
to Insufficient data

alarm_rule alarmStatusChangeToInsuffi-
cientData

Updating the alarm status
to OK

alarm_rule alarmStatusChangeToOk

Creating a custom
template

alarm_template createAlarmTemplate

Deleting a custom
template

alarm_template deleteAlarmTemplate

Modifying a custom
template

alarm_template updateAlarmTemplate
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Operation Resource Type Trace Name

Creating a dashboard dashboard createDashboard

Deleting a dashboard dashboard deleteDashboard

Modifying a dashboard dashboard updateDashboard

Exporting monitoring data metric downloadMetricsReport

 

12.2 Viewing Cloud Eye Logs

Scenarios
After CTS is enabled, CTS starts recording operations on cloud resources. The CTS
management console stores the operation records of the last 7 days.

This section describes how to query or export the last seven days of operation
records on the management console.

Procedure
1. Log in to the management console.
2. In the upper left corner, select a region and project.

3. Click  in the upper left corner and choose Management & Deployment
> Cloud Trace Service. The CTS console is displayed.

4. Choose Trace List in the navigation pane on the left.
5. Set filters to search for your desired traces, as shown in Figure 12-1. The

following filters are available:

Figure 12-1 Filters

– Trace Type, Trace Source, Resource Type, and Search By: Select a filter
from the drop-down list.

▪ If you select Resource ID for Search By, specify a resource ID.

▪ If you select Trace name for Search By, specify a trace name.

▪ If you select Resource name for Search By, specify a resource name.

– Operator: Select a user.
– Trace Status: Select All trace statuses, Normal, Warning, or Incident.
– Time range: You can query traces generated during any time range in the

last seven days.
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– Click Export to export all traces in the query result as a CSV file. The file
can contain up to 5000 records.

6. Click Query.
7. On the Trace List page, you can also export and refresh the trace list.

– Click Export to export all traces in the query result as a CSV file. The file
can contain up to 5000 records.

– Click  to view the latest information about traces.

8. Click  on the left of a trace to expand its details.

Figure 12-2 Expanding trace details

Figure 12-3 Expanding trace details

9. Click View Trace in the Operation column. On the displayed View Trace
dialog box, view details of the trace.
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Figure 12-4 View Trace
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13 Permissions Management

13.1 Creating a User and Granting Permissions
IAM enables you to perform a refined management on your Cloud Eye service. It
allows you to:

● Create IAM users for employees based on your enterprise's organizational
structure. Each IAM user will have their own security credentials for accessing
Cloud Eye resources.

● Grant different permissions to IAM users based on their job responsibilities.
● Entrust an account or a cloud service to perform efficient O&M on your Cloud

Eye resources.

If your account does not require individual IAM users, skip this topic.

This topic describes the procedure for granting permissions (see Figure 13-1).

Prerequisites
You have learned about the system policies of Cloud Eye before assigning the
preset Cloud Eye permissions to user groups (if needed). To associate custom
permissions with a user group, ensure that you have created a custom Cloud Eye
policy.

For details about the system policies supported by Cloud Eye and the comparison
between these policies, see Permissions.
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Process Flow

Figure 13-1 Process for granting Cloud Eye permissions

1. Create a user group and assign permissions.

Create a user group on the IAM console, and attach the CES Administrator,
Tenant Guest, and Server Administrator policies to the group.

NO TE

● Cloud Eye is a region-specific service and must be deployed in specific physical
regions. Cloud Eye permissions can be assigned and take effect only in specific
regions. If you want a permission to take effect for all regions, assign it in all these
regions. The global permission does not take effect.

● The preceding permissions are all Cloud Eye permissions. For more refined Cloud
Eye permissions, see Permissions.

2. Create an IAM user and log in. Create a user on the IAM console and add
the user to the group created in 1.

3. Log in and verify permissions.

Log in to the Cloud Eye console as the created user, and verify that the user
only has the CES Administrator permissions. After you log in to the Cloud
Eye console and use related functions, if no authentication failure message is
displayed, the authorization is successful.

Cloud Eye
User Guide 13 Permissions Management

Issue 01 (2024-04-03) Copyright © Huawei Technologies Co., Ltd. 212

https://support.huaweicloud.com/intl/en-us/ae-ad-1-usermanual-iam/iam_01_0030.html
https://support.huaweicloud.com/intl/en-us/ae-ad-1-usermanual-iam/iam_01_0031.html
https://support.huaweicloud.com/intl/en-us/ae-ad-1-usermanual-iam/iam_01_0032.html


13.2 Cloud Eye Custom Policies
Custom policies can be created to supplement the system-defined policies of
Cloud Eye. For the actions that can be added to custom policies, see Permissions
Policies and Supported Actions.

You can create custom policies in either of the following two ways:

● Visual editor: Select cloud services, actions, resources, and request conditions.
This does not require knowledge of policy syntax.

● JSON: Edit JSON policies from scratch or based on an existing policy.

For details, see Creating a Custom Policy. This topic contains examples of
common Cloud Eye custom policies.

Example Custom Policies
● Example 1: allowing users to modify alarm rules

{
      "Version": "1.1",
      "Statement": [
            {
                  "Action": [                       
                        "ces:alarms:put"
                  ],
                  "Effect": "Allow"
            }
      ]
}

● Example 2: denying alarm rule deletion
A policy with only "Deny" permissions must be used in conjunction with other
policies to take effect. If the permissions assigned to a user contain both
"Allow" and "Deny", the "Deny" permissions take precedence over the "Allow"
permissions.
The following method can be used if you need to assign permissions of the
CES FullAccess policy to a user but you want to prevent the user from
deleting alarm rules. Create a custom policy for denying alarm rule deletion,
and attach both policies to the group the user belongs. Then the user can
perform all operations on alarm rules except deleting alarm rules. The
following is an example of a deny policy:
{
      "Version": "1.1",
      "Statement": [
            {
                  "Action": [                       
                        "ces:alarms:delete"
                  ],
                  "Effect": "Deny"
            }
      ]
}

● Example 3: allowing users to create, modify, query, and delete alarm rules
A custom policy can contain the actions of multiple services that are of the
global or project-level type. The following is a policy with multiple actions:
{
      "Version": "1.1",
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      "Statement": [
            {
                  "Action": [                       
                        "ces:alarms:put",
                        "ces:alarms:create",
                        "ces:alarms:delete"
                  ],
                  "Effect": "Allow"
            }
      ]
}
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14 Quota Adjustment

What Is Quota?
Quotas can limit the number or amount of resources available to users, such as
the maximum number of ECS or EVS disks that can be created.

If the existing resource quota cannot meet your service requirements, you can
apply for a higher quota.

How Do I View My Quotas?
1. Log in to the management console.

2. Click  in the upper left corner and select the desired region and project.

3. In the upper right corner of the page, click .
The Service Quota page is displayed.

4. View the used and total quota of each type of resources on the displayed
page.
If a quota cannot meet service requirements, apply for a higher quota.
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15 Services Interconnected with Cloud
Eye

Catego
ry

Service Namespace Reference

Comput
e

Elastic Cloud
Server

SYS.ECS Basic ECS metrics

ECS (OS
monitoring)

AGT.ECS OS monitoring metrics
supported by ECSs with the
Agent installed

Auto Scaling SYS.AS AS metrics

Storage Elastic Volume
Service

SYS.EVS EVS metrics

Object Storage
Service

SYS.OBS OBS metrics

Scalable File
Service

SYS.SFS SFS metrics

Networ
k

Elastic IP and
bandwidth

SYS.VPC VPC metrics

Elastic Load
Balance

SYS.ELB ELB metrics

NAT Gateway SYS.NAT NAT Gateway metrics

Applicat
ion

Distributed
Message Service

SYS.DMS DMS metrics (Kafka)
DMS metrics (RabbitMQ)

Distributed Cache
Service

SYS.DCS DCS metrics

Databas
e

Relational
Database Service

SYS.RDS RDS for MySQL metrics
RDS for PostgreSQL metrics
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Catego
ry

Service Namespace Reference

Document
Database Service

SYS.DDS DDS metrics

Enterpri
se
Intellige
nce

Cloud Search
Service

SYS.ES CSS metrics
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16 FAQs

16.1 General Consulting

16.1.1 What Is Rollup?
Rollup is a process where Cloud Eye calculates the maximum, minimum, average,
sum, or variance value of raw data sampled for different periods and repeats the
process for each subsequent period. A calculation period is called a rollup period.

The rollup process involves the smoothing of data sets. Configure a longer rollup
period if you want more smoothing to be performed. If more smoothing is
performed, the generated data will be more precise, enabling you to predict trends
more precisely. Configure a shorter rollup period if you want more accurate alarm
reporting.

The rollup period can be 5 minutes, 20 minutes, 1 hour, 4 hours, or 1 day.

During the rollup, Cloud Eye processes data sampled based on the data type.

● If the data sampled is integers, Cloud Eye rounds off the rollup results.
● If the data includes decimal values (floating point number), Cloud Eye

truncates the data after the second decimal place.

For example, if the instance quantity in Auto Scaling is an integer value, the rollup
period is 5 minutes, and the current time is 10:35, Cloud Eye rolls up the raw data
generated between 10:30 and 10:35 to the time point of 10:30. If the sampled
metrics are 1 and 4 respectively, after rollup, the maximum value is 4, the
minimum value is 1, and the average value is [(1 + 4)/2] = 2, instead of 2.5.

Choose whichever rollup method best meets your service requirements.

16.1.2 How Long Is Metric Data Retained?
Metric data includes raw data and rolled-up data.

● Raw data is retained for two days.
● Rolled-up data is data aggregated based on raw data. The retention period

for rolled-up data depends on the rollup period.
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Table 16-1 Retention periods for rolled-up data

Rollup Period Retention Period

5 minutes 6 days

20 minutes 20 days

1 hour 155 days

 

If an instance is disabled, stopped, or deleted, its metrics will be deleted one hour
after the raw data reporting of those metrics stops. When the instance is enabled
or restarted, raw data reporting of its metrics will resume. If the instance has been
disabled or stopped for less than two days or for less time than the previous
rolled-up data retention period, you can view the historical data of its metrics
generated before these metrics were deleted.

16.1.3 How Many Rollup Methods Does Cloud Eye Support?
Cloud Eye supports the following rollup methods:

● Average
If Avg. is selected for Statistic, Cloud Eye calculates the average value of
metrics collected within a rollup period.

● Maximum
If Max. is selected for Statistic, Cloud Eye calculates the maximum value of
metrics collected within a rollup period.

● Minimum
If Min. is selected for Statistic, Cloud Eye calculates the minimum value of
metrics collected within a rollup period.

● Sum
If Sum is selected for Statistic, Cloud Eye calculates the sum of metrics
collected within a rollup period.

● Variance
If Variance is selected for Statistic, Cloud Eye calculates the variance value of
metrics collected within a rollup period.

NO TE

Take a 5-minute period as an example. If it is 10:35 now and the rollup period starts at
10:30, the raw data generated between 10:30 and 10:35 is rolled up.

16.1.4 How Can I Export Collected Data?
1. On the Cloud Eye console, choose Cloud Service Monitoring or Server

Monitoring.
2. Click Export Data.
3. Configure the time range, period, resource type, dimension, monitored object,

and metric.
4. Click Export.
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NO TE

You can export data for multiple metrics at a time to a CSV file.

● The first row in the exported CSV file displays the username, region, service,
instance name, instance ID, metric name, metric data, time, and timestamp.
You can view historical monitoring data.

● To convert the time using a Unix timestamp to the time of the target time
zone, perform the following steps:

a. Use Excel to open a .csv file.

b. Use the following formula to convert the time:

Target time = [Unix timestamp/1000 + (Target time zone) x 3600]/86400
+ 70 x 365 + 19

c. Set cell format to Date.

16.1.5 Which Services Does Cloud Eye Support Permission-
and Region-based Monitoring in the Enterprise Project
Dimension?

Currently, resources of the following services can be monitored by Cloud Eye based
on the permissions configured for the enterprise project they belong to and the
region where the enterprise project is located: ECS, AS, EVS, EIP, ELB, RDS, DCS,
DDS, and DMS.

16.1.6 Which Cloud Eye Resources Support the Enterprise
Project Feature?

Currently, the monitoring panels, graphs, alarm rules, and resource groups of
Cloud Eye support the enterprise project feature..

16.1.7 Why Can a User of an Enterprise Project View the
Resource Information of the Account on the Overview Page?

The Cloud Eye Overview page does not support query by enterprise project.

16.2 Server Monitoring

16.2.1 How Can I Quickly Restore the Agent Configuration?
After the Agent is installed, you can configure AK/SK, RegionID, and ProjectId in
one-click mode. This saves manual configuration and improves configuration
efficiency.

If you are in a region that does not support one-click configuration restoration of
the Agent, on the Server Monitoring page, select the ECS and click Restore
Agent Configurations. In the displayed Restore Agent Configurations dialog
box, click One-Click Restore.
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16.2.2 How Can I Make a Newly Purchased ECS Monitor Its
OS?

Scenarios

This topic describes how to make the newly purchased ECS monitor its OS.

NO TE

A private image can only be used in the region where it is created. If it is used in other
regions, no monitoring data will be generated for the ECSs created from this private image.

Prerequisites

An ECS with the Agent installed is available.

Procedure
1. Log in to the ECS console. In the ECS list, locate the row containing the ECS

with the Agent installed, choose More > Stop in the Operation column, and
click OK.

Figure 16-1 Stop

2. Choose More > Manage Image/Disk > Create Image.

Figure 16-2 Create Image

3. Set the private image name to Image_with_agent and click Next.
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Figure 16-3 Image_with_agent

4. Purchase a new ECS and select the newly created private image
Image_with_agent(40GB).

Figure 16-4 Image_with_agent(40GB)

5. Log in to the newly purchased ECS. Change InstanceId in Agent configuration
file /usr/local/telescope/bin/conf.json to the ECS name.

Figure 16-5 Modifying the Agent configuration file
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16.2.3 Why Is a BMS with the Agent Installed Displayed in the
ECS List on the Server Monitoring Page?

Symptoms

The Agent was installed on a BMS, but the BMS is listed on the Server
Monitoring > Elastic Cloud Server page on the Cloud Eye console.

Possible Causes

The Agent determines whether a server is an ECS or BMS based on the services
provided by IP address 169.254.169.254. If the route for this address is changed,
the Agent will consider the server to be an ECS by default.

Solution

Manually modify the Agent configuration file by adding BMS identifier BmsFlag
and setting it to true.

● Linux OS: See (Optional) Manually Configuring the Agent (Linux).
● Windows OS: See (Optional) Manually Configuring the Agent on a

Windows Server.

16.2.4 What OSs Does the Agent Support?
The following table lists OSs compatible with the Agent. More OSs will be
supported soon.

NO TICE

Using the OSs or versions that have not been verified may adversely affect your
services. Exercise caution when using them.

Table 16-2 and Table 16-3 list the supported OSs.

Table 16-2 OS versions supported for ECS

OS (64 bit) Version

CentOS 6.3, 6.5, 6.8, 6.9, 7.1, 7.2, 7.3, 7.4, 7.5, 7.6

OpenSUSE 13.2, 42.2

Debian 7.5.0, 8.2.0, 8.8.0, 9.0.0

Ubuntu 14.04 server, 16.04 server

EulerOS 2.2, 2.3

SUSE Enterprise11 SP4, Enterprise12 SP1, Enterprise12 SP2

Fedora 24, 25
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OS (64 bit) Version

Oracle Linux 6.9, 7.4

CoreOS 10.10.5
NOTE

Cloud-Init cannot be installed automatically. Install it manually in the /
directory.
To query the Agent status, run systemctl telescoped status.

Other Gentoo Linux 13.0, Gentoo Linux 17.0
NOTE

To query the Agent status, run rc-service telescoped status.

Windows Windows Server 2022 Standard 64-bit
Windows Server 2019 Standard 64-bit
Windows Server 2016 Standard 64-bit
Windows Server 2016 Datacenter 64-bit
Windows Server 2012 R2 Standard 64-bit
Windows Server 2012 R2 Datacenter 64-bit
Windows Server 2008 R2 Standard 64-bit
Windows Server 2008 R2 Datacenter 64-bit
Windows Server 2008 R2 Enterprise 64-bit
Windows Server 2008 R2 Web 64-bit

Arm general-
computing

CentOS 7.4 64bit with ARM (40 GB)
CentOS 7.5 64bit with ARM (40 GB)
CentOS 7.6 64bit with ARM (40 GB)
EulerOS 2.8 64bit with ARM (40 GB)
Fedora 29 64bit with ARM (40 GB)
Ubuntu 18.04 64bit with ARM (40 GB)

 

Table 16-3 OS versions for BMS

OS (64 bit) Version

SUSE Enterprise11 SP4, Enterprise12 SP1

CentOS 6.9, 7.2, and 7.3

 

NO TE

The GPU plug-in supports only Ubuntu 14.04 server, EulerOS 2.2, and CentOS 7.3.

16.2.5 What Statuses Does the Agent Have?
The Agent has the following statuses:
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● Not installed or started: The Agent is not installed on an ECS or BMS or has
been manually stopped.

● Running: The Agent is running and can report monitoring data.
● Faulty: The Agent failed to send a heartbeat message to Cloud Eye for three

consecutive minutes. In this case,
– The account is in arrears.
– If the Agent process is faulty, restart it by following the instructions

provided in Managing the Agent. If the restart fails, related files have
been deleted by mistake. In this case, reinstall the Agent.

– It may be that the Agent is incorrectly configured. Check whether the
DNS server address is correct. If it is, check the Agent configurations by
referring to Modifying the DNS Server Address and Adding Security
Group Rules (Linux) and (Optional) Manually Configuring the Agent
(Linux).

– Locate the cause in log /usr/local/telescope/log/common.log.
● Configuration error

– No agency has been configured for the ECS or BMS.
– Permissions of the current agency are abnormal.
– The current agency is invalid.
– Security group rules of the default NIC are incorrectly configured.
– The DNS is incorrectly configured.

● Stopped: The Agent has been manually stopped. For details about how to
start the Agent, see Managing the Agent.

16.2.6 What Should I Do If the Monitoring Period Is
Interrupted or the Agent Status Keeps Changing?

Symptoms
The Agent is overloaded if you see either of the following symptoms:

● On the Server Monitoring page of the Cloud Eye console, the Agent status
frequently toggles between Running and Faulty.

● The time period in the monitoring panel is discontinuous.

Possible Causes
To prevent other services from being affected, Cloud Eye uses a circuit-breaker to
automatically stop the Agent process if it is consuming too many CPU or memory
resources on the server. After the Agent process is stopped, no monitoring data is
reported.

Circuit-Breaker Principles
By default, once per minute, the system checks whether the CPU usage of the
Agent process is exceeding 30% or whether the memory usage is exceeding 700
MB (the tier-2 threshold) every minute. If the tier-2 threshold is exceeded, the
Agent process exits. If the tier-2 threshold is not exceeded, Cloud Eye checks
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whether the CPU usage is exceeding 10% or whether the memory usage is
exceeding 200 MB (the tier-1 threshold). If the tier-1 threshold is exceeded for
three consecutive times, the Agent process exits, and the exit is logged.

After the Agent exits, the daemon process automatically starts the Agent process
and checks the exit record. If there are three consecutive exit records, the Agent
will hibernate for 20 minutes, during which monitoring data will not be collected.

When too many disks are attached to a server, the CPU or memory usage of the
Agent process will become high. You can configure the tier-1 and tier-2 thresholds
referring to Procedure to trigger circuit-breaker according to actual resource
usages.

Procedure
1. Use the root account to log in to the ECS or BMS for which the Agent does

not report data.
2. Go to the Agent installation path bin:

cd /usr/local/telescope/bin

NO TE

In a Windows OS, the directory is telescope_windows_amd64\bin.

3. Modify configuration file conf.json.

a. Open conf.json:
vi conf.json

b. Add the parameters listed in Table 16-4 to the conf.json file.

Table 16-4 Parameters

Parameter Description

cpu_first_pct_t
hreshold

Specifies the tier-1 threshold for CPU usage. If the
CPU usage of the Agent process is about 20%, set this
parameter to 35.
Unit: percent (%)
NOTE

To query the CPU usage and memory usage of the Agent
process, use the following method:
● Linux

top -p telescope PID
● Windows

View the details of the Agent process in Task Manager.

memory_first_t
hreshold

Specifies the tier-1 threshold for memory usage. If the
Agent used up about 100 MB of memory, set this
parameter to 314572800 (300 MB).
Unit: bytes
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Parameter Description

cpu_second_pc
t_threshold

Specifies the tier-2 threshold for CPU usage. If the
CPU usage of the Agent process is about 20%, set this
parameter to 55.
Unit: percent (%)

memory_secon
d_threshold

Specifies the tier-2 threshold for memory usage. If the
Agent process used up about 100 MB memory, set
this parameter to 734003200 (700 MB).
Unit: bytes

 

{
    "InstanceId":"xxxxxxxx-xxxx-xxxx-xxxx-xxxxxxxxxxxx",
    "ProjectId": "b5b92ee0xxxxxxxxxxxxxxxxcab92396",
    "AccessKey": "QZ0XGJXFxxxxxxxxT65R",
    "SecretKey": "lEv2aXAGwxxxxxxxxxxxxxxxxxxxxF8t0Bf18Tn2",
    "RegionId": "ae-abudhabi-1",
    "ClientPort": 0,
    "PortNum": 200,
    "cpu_first_pct_threshold": 35,
    "memory_first_threshold": 314572800,
    "cpu_second_pct_threshold": 70,
    "memory_second_threshold": 734003200
}

c. Run the following command to save and exit the conf.json file:
:wq

4. Run the following command to restart the Agent:
/usr/local/telescope/telescoped restart

NO TE

For Windows, in the directory where the Agent installation package is stored, double-
click the shutdown.bat script to stop the Agent, and execute the start.bat script to
start the Agent.

16.2.7 What Should I Do If the Service Port Is Used by the
Agent?

Cloud Eye Agent uses HTTP requests to report data. Any port in the range
obtained from path /proc/sys/net/ipv4/ip_local_port_range may be occupied. If
any service port is used by the Agent, you can modify path /proc/sys/net/ipv4/
ip_local_port_range and restart the Agent to solve the problem.

Procedure
1. Log in an ECS or BMS as user root.
2. Open the sysctl.conf file:

vim /etc/sysctl.conf
3. (Permanent change) Add new ports to the sysctl.conf file:

net.ipv4.ip_local_port_range=49152 65536
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4. Make the modification take effect:
sysctl -p /etc/sysctl.conf

NO TE

● The permanent change still takes effect after the ECS or BMS is restarted.

● For temporary modification (which expires after the ECS or BMS is restarted), run
# echo 49152 65536 > /proc/sys/net/ipv4/ip_local_port_range.

5. Run the following command to restart the Agent:
/usr/local/telescope/telescoped restart

NO TE

For Windows, in the directory where the Agent installation package is stored, double-
click the shutdown.bat script to stop the Agent, and execute the start.bat script to
start the Agent.

16.2.8 How Can I Create an Agency?

Scenarios
Create an agency so that the Agent can automatically obtain the AK and SK. This
frees you from exposing the AK or SK in the configuration file.

Procedure
1. Log in to the management console.

2. Click  in the upper left to select a region and project.
3. Click Service List in the upper left corner and select Identity and Access

Management.
4. In the navigation pane on the left, choose Agencies. In the upper right corner,

click Create Agency.
5. Configure the parameters by referring to Table 16-5.

Table 16-5 Creating an agency

Parameter Description

Agency Name Specifies the name of the agency.
Example: CESAgentAutoConfigAgency

Agency Type Select Cloud service.

Cloud Service Select Elastic Cloud Server (ECS) and Bare Metal
Server (BMS) from the drop-down list.

Validity Period Select Unlimited.

Description (Optional) Provides supplementary information about
the agency.

 
6. Click OK.
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Agency Configuration

If no agency is configured for a server, perform the following operations to
configure an agency:

1. Log in to the management console.

2. Choose Service List > Computing > Elastic Cloud Server.

NO TE

If you purchase a BMS, choose Computing > Bare Metal Server.

3. Click the name of the ECS on which the Agent is installed.

4. For Agency, select the agency created in 5 and click the green tick to make
the agency take effect.

16.2.9 What Can't I Create Another Agency?
It may be that your quota is used up. If this is the case, you can delete unneeded
agencies first or increase the agency quota. Then you can use the agency to
restore the Agent configuration.

16.2.10 What Should I Do If Agency
CESAgentAutoConfigAgency Failed to Be Automatically
Created?

When the Agent configuration is being restored, agency
CESAgentAutoConfigAgency will be automatically created, but if you have
created such an agency but not for the ECS or BMS service, agency
CESAgentAutoConfigAgency will fail to be automatically created.

You can delete the agency you created and then restore the Agent configuration,
or manually configure the agency based on How Can I Create an Agency?

16.2.11 What Can I Do If Agency CESAgentAutoConfigAgency
Is Invalid?

An invalid agency is an agency that has expired. If you set the agency Validity
Period to Unlimited, the agency will become valid again. For details, see How
Can I Create an Agency?

16.2.12 Will the Agent Affect the Server Performance?
The Agent uses very minimal system resources and it has almost no impact on the
server performance.

● On an ECS, the Agent uses less than 5% of the CPU capacity and less than
100 MB of memory.

● On a BMS, the Agent uses less than 5% of the CPU capacity and less than 100
MB of memory.
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16.2.13 What Should I Do If the Agent Status Is Faulty?
The OS monitoring Agent sends a heartbeat message to Cloud Eye every minute.
If Cloud Eye does not receive any heartbeat messages for three consecutive
minutes, Agent Status is displayed as Faulty.

It may because:

● Your account is in arrears.
● If the Agent process is faulty, restart it by following the instructions provided

in Managing the Agent. If the restart fails, related files have been deleted
accidentally. In this case, reinstall the Agent.

● The server time is inconsistent with the local standard time.
● The log path varies depending on the Agent version.

The log paths are as follows:
– Linux:

New Agent version: /usr/local/uniagent/extension/install/
telescope/log/ces.log
Early Agent version: /usr/local/telescope/log/ces.log

– Windows:
New version: C:\Program Files\uniagent\extension\install\telescope
\log\ces.log
Earlier version: C:\Program Files\telescope\log\ces.log

It may be that the Agent is incorrectly configured. Check whether the DNS server
address is correct. If it is, check the Agent configurations by referring to Modifying
the DNS Server Address and Adding Security Group Rules (Linux) and
(Optional) Manually Configuring the Agent (Linux).

Locate the cause in log /usr/local/telescope/log/common.log.

16.2.14 What Should I Do If the Agent Status Is Stopped?

Starting the Agent

Run the following command to start the Agent:

service telescoped start

If a fault is reported, the Agent has been uninstalled or related files have been
deleted. In this case, reinstall the Agent.

16.2.15 What Should I Do If the Agent Status Is Running But
There Is No Monitoring Data?

If there is no monitoring data 10 minutes after the Agent is installed, InstanceId
in the conf file may be incorrectly configured.

● Correct the configuration by performing operations described in (Optional)
Manually Configuring the Agent (Linux).
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16.2.16 How Do I Troubleshoot the Agent One-Click
Restoration Failure?

Symptom
After you click Restore Agent Configurations, the Agent status is still
Configuration error.

Possible Causes
The following are possible causes of this issue.

● DNS configuration
● IAM agency configuration
● User permissions

Solution

Step 1 Check the DNS configuration.

1. Log in to the management console.
2. Choose Compute > Elastic Cloud Server.
3. Click the name of the ECS.

The ECS details page is displayed.
4. Click the VPC name.

The VPC console is displayed.
5. In the VPC list, click the VPC name.
6. On the Subnets tab, check whether the DNS server addresses are correct.

For details about how to configure the DNS servers in different regions, see
Modifying the DNS Server Address and Adding Security Group Rules
(Windows) or Modifying the DNS Server Address and Adding Security
Group Rules (Linux).

Step 2 Check the IAM agency configuration.

1. Log in to the management console.
2. Under Management & Governance, select Identity and Access

Management.
3. On the IAM console, choose Agencies.
4. Check whether there is an agency named CESAgentAutoConfigAgency.

If not, create the agency. You can delete unnecessary agencies if the agency
quota has been reached.

Step 3 Check user permissions.

1. Log in to the management console.
2. Under Management & Governance, select Identity and Access

Management.
3. In the navigation pane on the left, click User Groups.
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4. Locate your user group and click Authorize in the Operation column.
5. To install the Agent, you must have the following permissions:

– Global: Security Administrator
– Region: ECS CommonOperationsr or BMS CommonOperations, and CES

Administrator or CES FullAccess

----End

16.2.17 What Can I Do If No Monitoring Data Is Displayed
After One-Click Agent Restoration?

Symptoms

The Agent is running after being restored, but no monitoring data is generated.

Possible Causes

If no OS monitoring data is generated for an ECS or BMS that has the Agent
installed, the possible causes are as follows:

● The Agent status is abnormal.
● The agency is abnormal.
● Temporary AK/SK cannot be obtained due to incorrect route configurations.
● The network is not well connected.

Troubleshooting for Linux
1. Log in to the ECS or BMS as user root.
2. Run the following command to check whether the telescope process is

running:
ps -ef |grep telescope
If the following information is displayed, the telescope process is normal.

Figure 16-6 Viewing the telescope process

– If yes, go to 4.
– If no, go to 3.

3. Run the following command to start the Agent:
/usr/local/telescope/telescoped start

4. Run the following command to check whether an agency has been created
for the server:
curl http://169.254.169.254/openstack/latest/securitykey
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– If data is returned, the agency is normal and AK/SK can be obtained. No
further action is required.

– If the request fails or the following information is displayed, go to 5.

Figure 16-7 Failing to obtain the AK/SK

5. On the Cloud Eye console, choose Server Monitoring > Elastic Cloud Server,
select the ECS, and click Restore Agent Configurations.
– If the problem is resolved, no further action is required.
– Otherwise, go to 6.

6. Run the following command to check the route:
route -n
The following information indicates that the route is normal.

Figure 16-8 Normal route configuration-Linux

– If the route is normal, no further action is required.
– Otherwise, go to 7.

7. If the route does not exist, run the following command to add a route:
route add -host 169.254.169.254 gw 192.168.0.1

NO TE

Replace 192.168.0.1 in the example command with the gateway of the server.

Check whether monitoring data can be reported.
– If yes, no further action is required.
– If no, go to 8.

8. Run the following command to open the telescope configuration file:
cat /usr/local/telescope/bin/conf_ces.json

9. Obtain the endpoint from the configuration file.
10. Run the following command to check whether the DNS service is normal:

ping ces.ae-ad-1.g42cloud.com
– If yes, no further action is required.
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– If no, modify the Modifying the DNS Server Address and Adding
Security Group Rules (Linux) or the Cloud Eye endpoint.

NO TE

For details about the Cloud Eye endpoint in each region, see Regions and
Endpoints.

Troubleshooting for Windows
1. Log in to the ECS or BMS as an administrator user.

2. Open the Task Manager and check whether the telescope process is running.

If the processes in Figure 16-9 and Figure 16-10 are displayed, the telescope
process is running.

Figure 16-9 agent process (Windows)

Figure 16-10 telescope process (Windows)

– If yes, go to 4.

– If no, go to 3.

3. Double-click start.bat to start the Agent.

4. Access http://169.254.169.254/openstack/latest/meta_data.json to check
whether the agency has been created.

– If the website is accessible, the agency is normal. No further action is
required.

– Otherwise, go to 6.

5. Run the following command to check the route:

route print

The following information indicates that the route is normal.
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Figure 16-11 Normal route configuration-Windows

– If the route is normal, no further action is required.
– Otherwise, go to 7.

6. If the route does not exist, run the following command to add a route:
route add -host 169.254.169.254 gw 192.168.0.1

NO TE

Replace 192.168.0.1 in the example command with the gateway of the server.

Check whether monitoring data can be reported.
– If yes, no further action is required.
– If no, go to 7.

7. Open the configuration file in bin/conf_ces.json in the directory where the
telescope installation package is stored.

8. Obtain the endpoint from the bin/conf_ces.json file.
{"Endpoint":"https://ces.ae-ad-1.g42cloud.com"}

9. Run the following command to check whether the DNS service is normal:
ping ces.ae-ad-1.g42cloud.com
– If yes, no further action is required.
– If no, modify the Modifying the DNS Server Address and Adding

Security Group Rules (Linux) or the Cloud Eye endpoint.

NO TE

For details about the Cloud Eye endpoint in each region, see Regions and
Endpoints.

16.3 Alarm Notifications or False Alarms

16.3.1 What Is an Alarm Notification? How Many Types of
Alarm Notifications Are There?

Alarm notifications are email or SMS messages that are sent out when an alarm
status is Alarm, OK, or both.
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You can configure Cloud Eye to send or not send alarm notifications when you
create or modify an alarm rule.

Cloud Eye can:

● Send emails or SMS messages to you, or send HTTP/HTTPS messages to
servers.

● Work with Auto Scaling to trigger the system to automatically add or remove
servers.

16.3.2 What Alarm Status Does Cloud Eye Support?
Alarm, Resolved, Insufficient data, Triggered, and Expired are supported.

● Alarm: The metric value reached the alarm threshold, and an alarm has been
triggered but not cleared for the resource.

● Resolved: The metric value went back to the normal range, and the resource
alarm was cleared.

● Insufficient data: No monitoring data has been reported for three consecutive
hours, and this is generally because the instance has been deleted or is
abnormal.

● Triggered: An event configured in the alarm policy triggered an alarm.
● Expired: The monitored resources or alarm policies in the alarm rule were

adjusted, so the original alarm record status expired.

16.3.3 What Alarm Severities Does Cloud Eye Support?
There are four levels of alarm severity: critical, major, minor, and informational.

● Critical: An emergency fault has occurred and services are affected.
● Major: A relatively serious problem has occurred and may hinder the use of

resources.
● Minor: A less serious problem has occurred but will not hinder the use of

resources.
● Informational: A potential error exists and may affect services.

16.3.4 When Will an "Insufficient data" Alarm Be Triggered?
When monitoring data of a metric is not reported to Cloud Eye for three
consecutive hours, the alarm rule status changes to Insufficient data.

In special cases, if monitoring data of a metric is reported at an interval longer
than three hours and no monitoring data is reported for three consecutive
intervals, the alarm rule status also changes to Insufficient data.

16.3.5 How Do I Monitor and View the Disk Usage?
To monitor the disk usage, install the server monitoring Agent and create an
alarm rule for the disk usage. In the alarm rule, set the metric to (Agent) Disk
Usage (Recommended) and select a mount point. Enable and configure Alarm
Notification. For details, see Creating an Alarm Rule to Monitor a Server.
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After you install the Agent, you can view the data disk usage on the Cloud Eye
console. On the OS Monitoring page, click the Disk tab and select a mount point
on the right of the Auto Refresh button.

Figure 16-12 Viewing the data disk usage on the OS Monitoring page

16.3.6 How Can I Change the Mobile Number and Email
Address for Receiving Alarm Notifications?

Alarm notifications can be sent to the account contact or SMN topic subscribers
configured in alarm rules.

You can change mobile numbers and email addresses of the account contact or
SMN topic subscribers.

Account Contact
If you set Notification Object to Account contact, alarm notifications will be sent
to the mobile number and email address registered for your account.

You can update them on the My Account page by performing the following steps:

1. Log in to the management console.
2. Hover your mouse over the username in the upper right corner and select

Basic Information.
The My Account page is displayed.

3. Click Edit next to the mobile number or email address.
4. Change the mobile number or email address as prompted.

SMN Topic Subscribers
If you set Notification Object to an SMN topic, perform the following steps to
change the mobile numbers:

1. Log in to the management console.
2. In the service list, select Simple Message Notification.
3. In the navigation pane on the left, choose Topic Management >Topics.
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4. Click the name of the topic.
5. Add subscription endpoints to or delete subscription endpoints from the topic.

16.3.7 How Can an IAM User Receive Alarm Notifications?
To send alarm notifications to an IAM user of your account, subscribe the contact
information to an SMN topic and select the topic when you create alarm rules. For
details, see Creating a Topic and Adding Subscriptions.

16.3.8 Why Did I Receive a Bandwidth Overflow Notification
While There Being No Bandwidth Overflow Record in the
Monitoring Data?

You may have configured Cloud Eye to trigger alarm notifications immediately
when the bandwidth overflow occurs. However, if the average value for the last 5
minutes falls under the preset threshold, no alarm will be recorded in the system.

16.4 Monitored Data Exceptions

16.4.1 Why Is the Monitoring Data Not Displayed on the
Cloud Eye Console?

Possible causes are as follows:

● The cloud service is not interconnected with Cloud Eye. To check whether a
cloud service has been interconnected with Cloud Eye, see Services
Interconnected with Cloud Eye.

● The collection and monitoring frequency for each service that has been
interconnected with Cloud Eye is different. The data may have just not been
collected yet.

● The ECS or BMS has been stopped for more than 1 hour.
● The EVS disk has not been attached to an ECS or BMS.
● No backend server is bound to the elastic load balancer or all of the backend

servers are stopped.
● It has been less than 10 minutes since the resource was purchased.

16.4.2 Why I Cannot See the Monitoring Data on the Cloud
Eye Console After Purchasing Cloud Service Resources?

The cloud platform is working to interconnect Cloud Eye with more cloud services.
Before the interconnection is complete, you cannot view the resource monitoring
data of the cloud services that have not been interconnected with Cloud Eye. If
you want to check the resource monitoring data of the cloud services you
purchased, first check whether the cloud services have been interconnected with
Cloud Eye.

If the services have been interconnected with Cloud Eye, wait for a period of time,
because the frequencies of each service to collect and report data to Cloud Eye are
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different. You can view the resource monitoring graph after Cloud Eye collects the
first piece of monitoring data.

16.4.3 Why Is OS Monitoring Data Not Displayed or Not
Displayed Immediately After the Agent Is Installed and
Configured on a server?

After you install the Agent successfully, choose Server Monitoring, and enable
Monitoring Status, wait for 2 minutes before you can see the monitoring data on
the Cloud Eye console.

If Agent Status is Running, Monitoring Status is enabled, and you cannot see
the OS monitoring data after waiting for 5 minutes, check whether the ECS or
BMS time and the console client time are consistent.

The Agent reports data at the ECS or BMS local time. The management console
delivers requests at the browser time of the user client. If the local time of the OS
is inconsistent with the browser time, no OS monitoring data will be displayed on
the Cloud Eye console.

16.4.4 Why Is Basic Monitoring Data Inconsistent with the
Data Monitored by the OS?

Symptoms
CPU Usage under Basic Monitoring is close to 100%, which is different from the
CPU usage monitored by the OS (50%).

Possible Causes
1. If you set idle to poll in the guest operating system (guest OS), the guest OS

will enter the polling state when idling. In this case, the guest OS consumes
compute resources and does not proactively release CPU resources. As a
result, the CPU usage is abnormal.

2. If you set idle to mwait in the guest OS for a HANA ECS, the guest OS will
enter the mwait state when idling. In this case, the guest OS consumes fewer
compute resources compared with it does when idle is set to poll. In addition,
it still does not proactively release CPU resources. As a result, the CPU usage
is abnormal.
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● You can run the cat /proc/cmdline command to check whether idle is set to poll
for your guest OS.

● If you want to check whether idle is set to mwait for your guest OS, contact
technical support.

● SAP High-Performance Analytic Appliance (HANA) is a high-performance real-time
data computing platform based on memory computing technologies. The cloud
platform provides high-performance IaaS services that comply with SAP HANA
requirements. These services help you rapidly request for SAP HANA resources
(such as applying for HANA ECSs and public IP addresses) and install and configure
SAP HANA, therefore improving your operation efficiency, reducing operation costs,
and enhancing your experience.
HANA ECSs are dedicated for SAP HANA. If you have deployed SAP HANA on cloud
servers, you can purchase HANA ECSs.

Solution
Install and configure the Agent to view OS metrics.

16.4.5 Why Are the Network Traffic Metric Values in Cloud
Eye Different from Those Detected in ECS?

Because the sampling period in Cloud Eye is different from that of the metric
monitoring tool in ECS.

Cloud Eye collects ECS and EVS disk data every 4 minutes (5 minutes for KVM
ECSs). In contrast, the metric monitoring tool in ECS collects data every second.

The larger the sampling period, the greater the data distortion in the short term.
Cloud Eye is more suitable for long-term monitoring for websites and applications
running on ECSs.

Furthermore, to improve reliability, you can configure alarm thresholds to enable
Cloud Eye to generate alarms where there are resource exceptions or
insufficiencies.

16.4.6 Why Is the Metric Collection Point Lost During a
Certain Period of Time?

There may be no monitoring data for a certain period of time, which can be
perfectly normal. The Agent collects metrics based on the time for the server OS,
and sometimes time synchronization leads to server time changes, which can
result in the appearance of periods of time when no data was collected.

16.4.7 Why Are Memory Usage, Disk Usage, Inband Incoming
Rate, and Inband Outgoing Rate Not Displayed for an ECS?

Your ECS may run a Linux which does not support the four metrics by default.

To learn more about basic metrics supported by different OSs, see Basic ECS
Metrics.

To monitor the memory usage, disk usage, inband incoming rate, and inband
outgoing rate, see Agent Installation and Configuration.

Cloud Eye
User Guide 16 FAQs

Issue 01 (2024-04-03) Copyright © Huawei Technologies Co., Ltd. 240

https://support.huaweicloud.com/intl/en-us/ae-ad-1-usermanual-ecs/en-us_topic_0030911465.html
https://support.huaweicloud.com/intl/en-us/ae-ad-1-usermanual-ecs/en-us_topic_0030911465.html


16.4.8 What Are the Impacts on ECS Metrics If UVP VMTools Is
Not Installed on ECSs?

If UVP VMTools is not installed on your ECSs, Cloud Eye can still monitor the
outband incoming rate and outband outgoing rate. However, it cannot monitor
memory usage, disk usage, inband incoming rate, or inband outgoing rate, which
lowers the CPU monitoring accuracy.

To learn more about ECS metrics supported by Cloud Eye, see Basic ECS Metrics .

16.4.9 Why Are the Inbound Bandwidth and Outbound
Bandwidth Negative?

If Docker is installed, the early version of the Agent cannot collect statistics on the
inbound and outbound bandwidth of virtual NICs when the container is restarted.
As a result, a negative value is generated because the difference is calculated.

To update the Agent, see Managing the Agent.

16.5 Metric Descriptions

16.5.1 What Are Outband Incoming Rate and Outband
Outgoing Rate?

Concept Explanation

You need to understand the meaning of outband and inband:

Outband

● Outband is the opposite to inband. Inband indicates that the monitored object
is an ECS. Outband indicates that the monitored object is the physical server
at the virtualization layer.

Incoming and Outgoing

● Incoming indicates traffic comes to an ECS per second.

● Outgoing indicates traffic sent from an ECS to an external network or client
per second.

The following figure shows the traffic directions.

Cloud Eye
User Guide 16 FAQs

Issue 01 (2024-04-03) Copyright © Huawei Technologies Co., Ltd. 241

https://support.huaweicloud.com/intl/en-us/ae-ad-1-usermanual-ecs/en-us_topic_0030911465.html


Metric Description

Table 16-6 Outband incoming/outgoing rate

Item Description

Outband incoming
rate

Traffic coming into an ECS per second
For example, traffic generated when you download
resources to an ECS from an external network or upload
files to the ECS.
Unit: byte/s

Outband outgoing
rate

Traffic going out of an ECS per second
For example, traffic generated when users access an ECS
via the internet or when the ECS functions as an FTP
server for users to download resources.
Unit: byte/s

 

Table 16-7 Outband incoming/outgoing rate

Item Description

Outband incoming
rate

Traffic coming to an ECS per second at the virtualization
layer. Generally, the outband incoming rate is slightly
larger than the traffic coming to the ECS because the
virtualization layer will filter some unnecessary packets.
Unit: byte/s

Outband outgoing
rate

Traffic going out of an ECS per second at the virtualization
layer. Generally, the outband outgoing rate is slightly
larger than the traffic sent from the ECS because the
virtualization layer will filter some unnecessary packets.
Unit: byte/s

 

16.6 User Permissions

16.6.1 What Should I Do If the IAM User Permissions Are
Abnormal?

To use server monitoring, IAM users in a user group must have the Security
Administrator permissions. If they do not have the permissions, a message
indicating abnormal permissions is displayed. Contact the account administrator to
grant the permissions.
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Permissions lists the system policies, and operations and policy permissions provided by
Cloud Eye.

Figure 16-13 Checking the permissions
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